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Photonics Advances Quantum Science and Technologies

Mario Agio
University of Siegen, Laboratory of Nano-Optics
Siegen, Germany
National Research Council, National Inst. of Optics (CNR-INO)
Florence, Italy

Chao-Yang Lu
University of Science and Technology of China (USTC)
Hefei National Laboratory for Physical Sciences at the Microscale
Hefei, China

Quantum science and technology is currently one of the most exciting
frontiers in research and innovation. Tremendous effort is being de-
voted to pushing fundamental science into technology, with support
from large, coordinated programs that involve academia, research cen-
ters, and industry worldwide. Throughout more than half a century of
research, driven by curiosities in fundamental quantum physics, experi-
ments in quantum optics, together with atomic, molecular, and optical
physics, have laid the foundation for the development of a second quan-
tum revolution, where fundamental concepts like quantum superposi-
tion, entanglement, and indistinguishability are now routinely exploited
to realize quantum computing components, secure communications,
and quantum-enhanced sensors with unprecedented performances.
However, to become practically useful technologies, these ambitious
goals still require a great deal of basic research effort, which must
be combined with engineering and other disciplines to succeed. This
exciting and intriguing perspective can be clearly witnessed in the
recent interview of Prof. Xiaosong Ma with Sir Peter Knight in this
issue of Advanced Photonics.

To spotlight advances in quantum science and technologies, we have
invited review articles and original research contributions on this topic,
gathered here in a collection. The collection is not intended to be a
comprehensive account of photonic advances in quantum, but rather
aims at emphasizing the important role of photonics in enabling the
development of quantum technologies. We present two review articles

and five original contributions from authoritative scientists in the field.
S. Castelletto and A. Boretti review the emerging use of color centers
in wide-band gap materials for sub-diffraction imaging, pointing out the
widening of activities based on solid-state quantum emitters, originally
addressed in solid-state quantum optics. Wang et al. discuss the impres-
sive advancements on the implementation of quantum entanglement on
a chip, based on progress in different integrated photonics platforms.
The original research papers demonstrate how advanced photonics, such
as the use of metasurfaces, integrated optics, and quantum dots, repre-
sents a unique resource for quantum technologies. They also point out
that there is still much room, and need, for improvement in quantum-
optical techniques and protocols.

We hope that readers, both established and early career researchers,
will find this collection inspiring and, years later, will remember the
onset of quantum technologies like Sir Peter Knight did for the onset
of quantum optics: “I found it really fascinating!”

For convenience, the collection of articles is listed here:

“From fundamental quantum optics to quantum information tech-
nology: the personal journey of Sir Peter Knight” by Xiaosong Ma

DOI: https://doi.org/10.1117/1.AP.3.6.060501

“Color centers in wide-bandgap semiconductors for subdiffraction
imaging: a review” by Stefania Castelletto and Alberto Boretti

DOI: https://doi.org/10.1117/1.AP.3.5.054001

“Quantum entanglement on photonic chips: a review” by Xiaojiong
Chen, Zhaorong Fu, Qihuang Gong, and Jianwei Wang

DOI: https://doi.org/10.1117/1.AP.3.6.064002

“Heterogeneously integrated, superconducting silicon-photonic
platform for measurement-device-independent quantum key distribu-
tion” by Xiaodong Zheng, Peiyu Zhang, Renyou Ge, Liangliang Lu,
Guanglong He, Qi Chen, Fangchao Qu, Labao Zhang, Xinlun Cai,
Yanqing Lu, Shining Zhu, Peiheng Wu, and Xiao-Song Ma

DOI: https://doi.org/10.1117/1.AP.3.5.055002

“Direct characterization of coherence of quantum detectors by se-
quential measurements” by Liang Xu, Huichao Xu, Jie Xie, Hui Li,
Lin Zhou, Feixiang Xu, and Lijian Zhang

DOI: https://doi.org/10.1117/1.AP.3.6.066001

“Enhanced generation of non-degenerate photon-pairs in non-
linear metasurfaces” by Matthew Parry, Andrea Mazzanti, Alexander
Poddubny, G. D. Valle, Dragomir Neshev, and Andrey A. Sukhorukov

DOI: https://doi.org/10.1117/1.AP.3.5.055001

“Entanglement-based quantum key distribution with a blinking-
free quantum dot operated at a temperature up to 20K” by Christian

Mario Agio (Univ. of Siegen & CNR-INO; photo credit,
S. Nimmrichter) (left); Chao-Yang Lu (USTC) (right).

© The Authors. Published by SPIE and CLP under a Creative Commons Attribution
4.0 International License. Distribution or reproduction of this work in whole or in part
requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1
.AP.3.6.060101]
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From fundamental quantum optics to quantum information
technology: the personal journey of Sir Peter Knight

Xiaosong Ma
Nanjing University, School of Physics, Nanjing, China

Xiaosong Ma: What inspired you to choose quantum optics as your
major when you were a student, and can you share your experience
or research journey in this field?
Peter Knight: Quantum optics, as a discipline, was more or less formed
during the time I’ve been active in the area. I started thinking about
things that we would now call quantum optics in the middle of the
1960s when I was a student. As a subject, it was really hardly developed
at that point, but looking in particular at the way that the quantum
nature of light would manifest itself in regular laser type experiments
was then beginning to emerge. The field initially was called “quantum
electronics” at that point, and “quantum optics” was a term used by
very few people who started to worry about what the quantum nature
of light would do.

I started in this area as an undergraduate. Like many students, to
demonstrate that you can do something original of your own,
I had to do a project. The project I chose was to work on optical pump-
ing: making a cesium cell and looking really carefully at ways in which
you could monitor coherent transients in optical pumping. In particular,
I was measuring the way that Rabi oscillations could be monitored and
looking at decoherence—which sounds like the things we worry about

now, but this of course was in the radio frequency regime. This was
experimental activity that was done with really simple experiments
and simple apparatus. Of course, this is before tunable lasers. This ex-
periment was all done with thermal light sources.
Firstly, I found the field really fascinating. And secondly, I was prob-

ably deluded in thinking that I could be an experimentalist, because the
apparatus was really simple. So, when I started my PhD, my project
was to do a kind of mix of theory and experiment, and it very quickly
emerged that I was totally incompetent, really useless as an experimen-
talist. And I think the people in the lab were really delighted when I
said, “I think it would be best if I turned pretty much to theory.” So my
PhD was in theory. But I’ve always maintained a really close engage-
ment with experimentalists around me. Rather than being a theorist
only in a theoretical environment, I have always enjoyed working with
colleagues who were doing experiments so we could feed off each
other. So that journey was a kind of accident, but it was fascinating
and it’s something that I’ve done ever since, so in all of my roles and
positions, I’ve always had people I could talk with who were doing
wonderful experiments. I guess that’s kind of unusual in many places
in the UK, where theoreticians and experimentalists are often in sep-
arate departments.
I did my PhD in that area, and then I went off to the United States as

a postdoc, working with Joseph Eberly in the United States. And again,
you know, a really powerful theoretician but always working with ex-
perimentalists. I had a wonderful three years in Eberly’s group as a
postdoc, working with really great people and really understanding,
for the first time, how we could put together a group, how to plan a
long-term career.
I came back to the UK in 1974. Around that time, the number of

people interested in quantum optics theory in the UK with proper aca-
demic jobs was probably about four or five people, in the whole coun-
try. It was an extreme minority interest. But it was something that was
becoming really exciting. Coming in at the very beginning of a subject
area was always a wonderful experience. When I came back to the UK,
one of the leaders in the field was Rodney Loudon at the University of
Essex. Of those three or four people other than me working in quantum
optics, he was someone who was really influential in my career. And
again, Rodney had worked very closely with experimentalists.
I had various fellowships, and that gave me my chance to have my

first graduate students of my own. I basically co-supervised graduate
students in the US. In particular, some of Eberly’s students worked pri-
marily with me. Peter Milonni, for example, worked primarily with me.
That already gave me the experience of working with really talented
people to hit tough problems. Working in isolation, on your own, you
could do something; but working with a group of like-minded people,
you could do so much more.
In 1979 I moved to Imperial College, and I’ve basically been at

Imperial College ever since. My group expanded, became almost a sub-
department of the department, always with many experimental col-
leagues involved. And my experience of working in the US and then
coming back to the UK really demonstrated to me that this kind of ac-
tivity was an international endeavor. I really benefited from collaborat-
ing with people from around the world, so my group became extremely

Professor Sir Peter Knight, Imperial College London, UK

© The Authors. Published by SPIE and CLP under a Creative Commons Attribution
4.0 International License. Distribution or reproduction of this work in whole or in part
requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1
.AP.3.6.060501]
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international during its most productive time. I do believe that’s some-
thing that really is a lesson for everybody: working with the best around
the world, you can do so much.

Xiaosong Ma: That’s fantastic. You mentioned that it’s good to be in
the beginning of a subject, such as quantum optics in 1970s. To follow
up on that, what do you think about, for example, quantum information,
which is also an emerging technology nowadays. Which phase do you
think we are in now for this technology?
Peter Knight: That’s a really good question. Quantum information sci-
ence was really born out of quantum optics, where there was a lot of
basic research done over a very long period. Quantum computing,
quantum cryptography, and so on, all came out of really basic research.
The implementation to make these things practical has taken quite a
while. I think we are pretty close to understanding a lot of the physical
phenomena. While rolling this out as technology is a real challenge, we
do understand many things. In some areas, we’re making tremendous
progress, yet underneath it there are still some puzzles that need to be
worked out.

One of the questions you were going to ask me and I’m going to
jump ahead to it was, what would you do if you were starting out as
a student now? There’s a tremendous amount of interest all around the
world in quantum computing. People are making basic prototypes that
are working wonderfully well, and we saw this huge advance in China
recently using a superconducting chip, which could demonstrate the
scaling as you increase the number of qubits. There was also the
squeezed state boson sampling done in China as well. They already
begin to demonstrate the idea that you can get a quantum advantage.

Now, maybe I’m alone in worrying about this, but I don’t think we
really understand the origin of the quantum advantage. Why do we get a
speed up? Where’s it coming from? We know that there’s quantum en-
tanglement, we know there’s coherence, we know that there’s quite a
lot of worry about nonlocality. But, the engine of quantum computing is
poorly understood. What is it that gives us the advantage? So, if I were
starting out all over again, I would say that’s one of the really big prob-
lems to address: we know that it’s beginning to work, but why does it
work? And by the way, I very rarely say that sentence to politicians who
are funding us.

Xiaosong Ma: We will make sure this will not appear in the interview
transcript.
Peter Knight:No, you should keep it in. Because, we have an unknown
power. We know it’s got power and we know it’s going to give us tre-
mendous advantage in information technology, but the origins of the
advantage are still to be explored. Now, coming back to the beginning
of your question earlier, you talked about starting out in the field. If you
have a really established subject and you are a young scientist, it’s quite
hard to make your mark in the subject, because there’s so much already
done. This is a feeling often with young students in established fields,
that they can only do a little bit of incremental work. But in a new
subject, you can be a game changer—you can provide completely
new ways of looking at things, which are revolutionary. Now I’m going
to give you some examples of people that I worked with in the past. One
of my most famous former students was Artur Ekert. He came up with
entanglement-based quantum cryptography in the final few months of
his PhD. As it happens, we’d been interested in quantum correlations
for a long time. He had done a great deal of work on Bell inequalities,
so it was a natural thing for him to investigate towards the end of his
PhD. So, there you have an example: quite a new researcher in the field
can transform the subject. Another example of someone who was not
my student, but someone I know quite well is Andrew Steane, in
Oxford. He was the co-inventor of quantum error correction as an early

career researcher. You can see how young people in an emerging field
could be transformative. That’s why, in quantum information science,
we’re getting some of the brightest young people in the world wanting
to work on it. It’s fascinating and there’re huge challenges, but they
know they can make a difference personally.

Xiaosong Ma: That’s amazing. You’ve just mentioned Artur Ekert, his
research on Bell’s inequality, correlations, etc., primarily on the foun-
dations of quantum physics. That’s very fundamental research, I would
say. Do you envision that this fundamental research could be trans-
formed into application, such as entanglement-based QKD at the very
beginning?
Peter Knight: I think some of the advances we’re seeing still require
quite a lot of engineering investigation. We can see that we can build
entanglement-based quantum communications. After all, we can now
do long-distance quantum communication along optical fibers and in
free space, and even via satellite as the Micius experiment demon-
strated. So there is tremendous potential for it. But you know the mov-
ing around of information security is only a part of the issue. You’ve got
to be able to work on the entire security of the system, how is it imple-
mented. So we need security proofs of the real apparatus, not the ideal-
ized apparatus. And that’s still work in progress, because you really
wouldn’t want to reengineer the entire communications system and find
that through the way that the engineering is implemented it becomes
faulty.
I think a lot of work is underway on implementation protocols and

security of these things. But it is wonderful to see that something as
strange as nonlocal Bell correlation is generating a new industry. I
did meet John Bell a number of times and I think he would have been
astonished by all this. Bell was actually quite a practical person. For
most of his career, he was an accelerator scientist, working on designs
of accelerators—that was what he was paid for. The fundamental work
was a kind of sideline hobby of his. I don’t think he would have ever
thought that his own work would have been the foundation of a whole
new industry, which it is.
We knew that quantum could be transformative. Not just the entan-

glement-based side of things, but coherence. After all, atomic coher-
ence is a driver of one of the main features of modern technology:
it’s what under underlies GPS, atomic clocks in satellites, and so on.
So, our navigation and timing systems all around the world are wholly
dependent on the preservation of coherence amongst atomic spins.
People don’t realize that. When people say quantum technology is a
new thing yet to prove itself, it’s always worth reminding them that
we’ve come a long way: GPS contributes enormously to the world
economy, and it depends on quantum superpositions.

XiaosongMa:We have talked about superposition, coherence, and also
entanglement. Those are main features for quantum systems, and they
are applied to this new quantum revolution. Do you think there are still
undiscovered quantum features that could be potentially useful?
Peter Knight: In terms of usefulness, I think we’re beginning to under-
stand where the limitations are, and what the advantages are. In quan-
tum sensors that can detect, for example, electromagnetic fields, or
gravitational irregularities, we’re already seeing that. And again, it’s
worth remembering that these things move very fast. For example, I
mentioned that when I first started, I was worrying about optical pump-
ing, way back in 1967. It’s now possible to build really small optical
pumping cells that can detect the electromagnetic signals in the brain.
Of course, all of this is used a lot in brain scanners, huge superconduct-
ing coils, and so on. But quantum technology is working at ways in
which we can now build a really compact sensor that’s like a cycle
helmet and will monitor brain activity. One of the developments in
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that area is that some of our colleagues in quantum technology in
Nottingham have built a brain sensor of that kind that’s already being
used by surgeons looking at epilepsy, so it’s being used in hospitals. So,
this is a quantum sensor of brain activity that’s being used to direct a
surgeon’s knife. That’s amazing, really amazing.

If you work in a built environment, something that’s been there for a
long time: one of the dangers of any new construction development is
what’s under your feet—where are the tunnels, where are the voids.
And in big cities where there’s a lot of redevelopment going on, it’s
really difficult to work out what’s under your feet. We waste an awful
lot of money in civil engineering on doing that. A quantum interferom-
eter that can measure gravitational differences can already tell you
what’s under your feet. There are a number of people around the world
who are building basically cold-atom interferometers that measure the
ground infrastructure. Firstly, it’s fascinating—you can map the under-
world—but also there’s the practical advantage of not wasting billions
digging up the road trying to work out where the pipe work is. These are
interesting things because the way the interferometer works is looking
at really fundamental aspects of quantum physics. And we’re applying
it to work out where the drain is—a wonderful combination of the prac-
tical and the unknown!

Now we are still thinking about some of the more fundamental
things. I mentioned that we don’t really know what the power quantum
computation derives from, but equally, most of what we’re doing in this
subject is built on an assumption that our current ideas of quantum me-
chanics will remain true—in other words, superpositions and linearity.
Well, is it true? Or are we going to have evidence from really sensitive
experiments that would demonstrate that there’s something more out
there than what we see already from linear quantum mechanical super-
positions? People are beginning to think about that, because we know
that gravity changes things. So, there are some really fundamental
things to do in the area. And again, around the world, people are start-
ing to look at ways in which this extraordinary sensitivity of quantum
technology could be used to detect whether we really do understand all
the fundamental laws of nature. Obviously, we promise our taxpayers
we’re going to be useful. But equally, the sensitivity of the experimen-
tation can enable us to explore new things in fundamental science.

Xiaosong Ma: That’s really intriguing. To use quantum mechanics to
explore gravitational effects would be very interesting for the funda-
mental research. I guess you meant that can also be a potential new
area for researchers, to use sensitive quantum sensors to explore gravi-
tational effects.
Peter Knight: People are starting to look at whether quantum technol-
ogy could be a useful vehicle to detect dark matter. Dark matter is one
of the things that is a huge failure of modern physics. Most of the uni-
verse is made up of a stuff that we don’t know about: dark matter, dark
energy. We don’t know what it is! What can we do in terms of sensitive
measurements that will tell us a bit about this strange majority component
of the universe? Quantum technology is already beginning to offer clues
about how we would do this. The interferometer that could detect the
gravitational changes in your built environment—if you can make that
work at scale, you can start to detect dark matter, perhaps. That’s some-
thing already occupying some really clever people around the world.

Xiaosong Ma: To follow up, you’ve mentioned that we already harness
quantum features by using GPS, and also we are starting to use sensors
for biomedical applications, as well as metrology tasks. How do you
foresee this technology will further change our daily life?
Peter Knight: I’ve given a lot of thought to this question about how it
influences, for example, our neighbors, the people who pay our salaries.
One of the obvious things to say is that we can be assured that the

internet is resilient and robust through encryption techniques that
wholly rest on something being difficult—not impossible, but difficult.
Obviously, factoring is what I’m thinking about. But security based on
difficulty is only secure if it remains difficult. A classical computer
would find tasks like factoring extremely difficult, but a quantum com-
puter can do it so much more easily. That’s part of the threat to business.
What we must do is we must assume that in about 10 years, pretty much
around 10 years everybody agrees, it’s quite likely that we will have
a large-scale quantum computer somewhere. As soon as you have a
large-scale quantum computer, all of our encryption techniques that
we use—RSA, the whole basis of HTTPS—become vulnerable. And
that means that you no longer have a trusted internet ecosystem. The
big change that will affect everybody is that we’ll have to roll out quan-
tum-safe encryption in order to do transactions, to pay our bills, to do
our banking, and so on. That will affect everybody. So, quantum-safe
approaches—they might be classical, a new source of algorithms, they
could depend on quantum key distribution or whatever—they will af-
fect everybody. If we’re paying for stuff on the internet, we rely on the
little padlock that appears on the website we’re looking at to say yes,
it’s encrypted and secure. In ten years, we won’t be able to assume that
it’s secure, because a quantum computer will make it insecure. That’s
where it will change everybody’s life, and there’re probably lots of
other things.
Some of the applications for quantum technology I believe are yet to

be discovered, because it’s a new field and things happen that will sur-
prise us. I don’t know if you know how Bell Labs justified the invest-
ment in transistors? All amplifiers before transistors were thermionic
valve amplifiers—big, power hungry, hot, full of extraordinary volt-
ages. When Shockley and others started to think about a semiconductor
that could make a transistor, they got it accepted by the Bell Labs
organization. They got them to agree to invest with one application
in mind, the killer app that enabled them to invest: to build a hearing
aid for the deaf. Because all they wanted was a compact amplifier, and
that’s what you need for a hearing aid. Stanley Williams at HP Labs in
the United States always says that all we need in quantum technology is
the quantum hearing aid. In other words, some small development
which will enable people to confidently invest and build something.
Because once you’ve done that, millions of applications emerge from
everywhere. When they built a transistor, they had no idea of the way
that they were going to change the world—except for the hearing aid.
So, all we need, to quote StanWilliams, is a quantum hearing aid. It will
work, and then people will say, hey I can use this in all these other
applications as well. Surprises happen in new emerging technology,
and I haven’t even thought of the big things that are bound to happen.
Be prepared for surprises.
I think it’s really interesting where we see this investment race going

on around the world. It seems as if governments have a kind of virility
test where they think, oh we’ve got to invest because everybody else is
investing. This is called fear of missing out. I think that we have to be all
really careful not to hype up quantum tech, to over promise, to say it’s
going to be revolutionary in every aspect. We’ve really tried not to hype
it up, but I think we are already seeing things that are transformative,
so although we try to avoid hype, we are seeing some wonderful things.

Xiaosong Ma: Exactly. Speaking of investments in the quantum tech-
nology industry, as far as I know, you are one of the leaders in setting
up the quantum technology program in the UK. Can you briefly tell us
about the history? Was it difficult at the beginning? Where do you see
this project in the next five years?
Peter Knight: We’ve had a history of quality scientific research in
quantum optics and atomic physics and so on in the UK which was
verified by external review and so on. But we could see, by around
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2010 roughly, that some of the challenges of actually understanding
how to manipulate and control individual quantum systems—basically
our focus then—could then be applied in terms of things that had
engineering importance. Around that period, we started to think about
how to move quantum science to quantum technology. It was an ex-
citing period because in the UK we had real strengths in the area.
But what we realized is that if we could bring the partners—industry,
government departments, universities—together, we could do so much
more if we coordinated. We had this vision of this national program
where we could bring everybody together to play a part. We started
to talk about the idea, and we managed to get a fair bit of support from
people about how this as an experiment could succeed. At that particu-
lar time in the UK we had a science minister who I think really under-
stood where clever people could make a difference. Although we talked
about it for quite a while, suddenly it got momentum. I remember in
2012–2013, we had to write short briefing notes for politicians about
what quantum physics could do. And by short I really mean short, so
our Finance Minister wanted a 4-page summary; and then the Prime
Minister said, could I have a 1-page summary? Then it all moved very,
very fast. At the end of 2013, we got a new commitment of £270
million—a lot of money in those days—of completely new money,
to build this national program. To that we then added other things,
so it grew in that first period to about half a billion. We built these hubs,
we worked with industry, and so on. And then I helped to write the
vision piece for another five years of funding, so we we’ve got about
a billion now to do this. And that meant that we probably started in a
coordinated program quite a long time before everybody else. Other
countries always had very strong quantum science programs, but the
idea that you could coordinate it was relatively new. It was tremendous
fun doing this, bringing in people with completely different attitudes—
engineers, computer scientists, physicists, the government people who
worry about the impact on policy, and so on. And it was interesting.
Others began to note the way that we approach this, looking at quantum
sensors, quantum communication, quantum imaging, and then quantum
computing, and those four pillars have become the pillars of other peo-
ple’s programs around the world as well. So the European Union flag-
ship mirrors this and so do the United States NQI programs as well, so
I think we got it right, basically, but we got there a bit earlier.

Xiaosong Ma: My next question would be about your mentoring. I’ve
noticed that many of today’s leading physicists in the quantum optics
field came from your group. Can you share with us your secrets, or your
recipes for mentoring and advancing young scientists and students?
Peter Knight: I don’t think there’s a secret. I think it comes down to a
number of human characteristics that I think are important. Firstly, re-
spect for others—understanding that you may not have the secret of
everything, therefore you should respect what other people are telling
you. Respect, sympathy, and the ability to see that others deserve the
chance that you had. I think in some areas of science, you see the big
chief doing all the great stuff and getting all the credit, and a lot of
people in subsidiary positions. That’s one model of doing that kind
of science. But in an emerging field, it may not be the best way to
do it, because things come out in a surprising way. I really benefited
from quite an early stage in my career from demonstrating independ-
ence. When I came back to start my own group, I think I was 27. Giving
people an early opportunity to be independent is part of it, so when
you’ve got really bright students don’t regard them as a personal pos-
session. They are not personal possessions, they are people who are
changing the subject. I spent most of my life as a university teacher,
and the whole point about a teacher is to foster new knowledge and to
encourage the next generation to flourish—that’s our job. So, getting
the very best people in, giving them a chance to really excel, and also

finding mechanisms by which they get early independence themselves.
That’s been the trick.
I’ll run through some of my students, for example, and of course it

will be hugely embarrassing for them to be so named, but I’m going to
do it. I mentioned Artur Ekert and Artur got a fellowship immediately
after his PhD and that gave him independence. Another really smart
student is Stephen Barnett. Stephen Barnett was my student and again
very quickly got fellowships. He’s now a Royal Society research pro-
fessor in Scotland. Let me continue with the students. Barry Sanders in
Calgary was another student. Giving them a chance to demonstrate their
individual strengths and powers is really important, because two things
happen: they flourish and the field flourishes, which impacts us as well.
So, I think mentoring is really important. I wish more people would
play more attention to mentoring, because that’s the way the field really
effectively grows. Young people are not slaves. Young people change
the world, and you mustn’t put obstacles in front of them. Let me think
of some of the other students like Vlatko Vedral, for example, now a
professor in Oxford…many of them have gone on to do a really great
job…Myungshik Kim, who is one of my successors at Imperial. And I
can keep going on about these things. The trick on this one is respect,
respect for what they can contribute, rather than their ability to follow
orders from you. Because then the whole field benefits. Not only that,
you’ll still have good people wanting to work with you. Try not to be
a tyrant, because then people get scared off.

XiaosongMa: Respect and giving students early independence are very
important. My personal experience also benefits from that. I think this
advice will be extremely helpful for young research group leaders, and
all the others.
Peter Knight: You have a responsibility, therefore, when you’re gen-
erating new sources of resource and funding, to make sure that funding
can be used by the next generation as well, to create fellowship schemes
and so on. Because that will enable this to happen. As well as pushing
for the big programs on funding particular investigations, making sure
that you’ve put resources in, in terms of skills, career development, and
so on. And it works!

Xiaosong Ma: You have been in many important positions, such as
deputy rector at the Imperial College, and president of the IOP, and
president of the OSA, etc. I can imagine you must have a very busy
schedule. How do you manage to keep research, administration, and
life in balance?
Peter Knight: This is a really good question, and there is only one hon-
est answer: you don’t. You don’t keep a balance. If you look at my
career, when I was most productive in terms of research was when I
had the least amount of external administrative responsibilities. My
own personal scientific productivity really dipped when I started to take
on the university leadership activity, because you can’t really sensibly
run a really high-level research program and run a university. If you
look at my publication rate, you can see the Google Scholar graphs
dip immediately after I started to do this. So, the honest answer is,
you can just about keep research active as you manage these things
and the key to a lot of this is finding the optimum balance, given your
other responsibilities. When I was president of the OSA, that was a time
when I didn’t really have an enormous range of administrative respon-
sibilities, so that was relatively straightforward, although it did mean
getting on airplanes to the United States quite a lot.
Technically, I retired 10 years ago. When you work in my field, what

does retirement mean? It means that they stop paying you, but you
don’t stop working. I live on my pension. That really means that I
can strike out and try some new things that are high risk. Taking on
a lot of what we’re doing with the UK national program and so on
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is because I’m a free agent now. I’ve had a really great career, so I have
the time to do it. I think that’s another part of being convincing: when
you’re trying to persuade a government to put together a billion pounds
to fund a program, if the person advocating it is not advocating it for
personal gain but to propel the field, you get listened to. Whereas if
I were still running an enormous research group, they would say,
oh, Peter’s just trying to get stuff for himself. You can’t have a com-
pelling vision that’s trusted in that role. So, to be honest, retirement was
a really good thing for me, because it meant that I could really propel
these things along. But coming back to the basics of your question, you
can’t run a really world-class, high-level research activity and take on a
lot of research responsibilities at the same time without terrible things
happening. Productivity goes up and down, and so on, so you have to
work out what is most beneficial. In the 1990s onwards, research time
for me was easy and so on, but once you have a voice, you can use that
voice to enable others to do things as well.

Xiaosong Ma: I believe the quantum researchers in UK should thank
you for your advocacy to the government to provide stable funding over
long periods of time. Moreover, such a national program also inspires
other countries to invest in quantum technology. Therefore, I think all
of us should be very grateful for your efforts.
Peter Knight: Thank you for saying that. Of course, it’s the energy,
enthusiasm, and interest in the entire community that make it worth-
while. When you see the things that are going around the world, it really
is exciting in so many ways. I remember when I first arrived at the
University of Rochester as a postdoc, I would go to lunch with the peo-
ple in the offices around me. The people in the offices around me were
Emil Wolf, Leonard Mandel, Joseph Eberly, and Carlos Stroud. If we
had ever thought, any of us, that there would be a quantum technology
industry, we’d have been very surprised. What can we learn from that?
It takes time, basically, and persistence, to do this. But being a young
researcher, being exposed to people like Mandel, Wolf, Eberly,
and Stroud was just hugely important for me, because it demonstrated
how the intellectual life of science can be so exciting that you want to
be really a part of it. It consumes your life.

Xiaosong Ma: Yes, it’s very exciting. I think you just mentioned the
1970s, around 1974, as a golden age for quantum optics in Rochester.
You have so many colleagues whom nowadays we, as young research-
ers, can only access in the textbooks—but you have lunch with them
every day…That’s very exciting.
Peter Knight: I know. One of the great engines in photonics, for ex-
ample, in quantum photonics, is called the Hong–Ou–Mandel dip: the
amplitude for two photons interfere in an interesting way. And I can
remember the first I heard about that was when Leonard Mandel said,
“you know this works, if you put two identical photons into a beam
splitter, they will come up that way or that way, but not that way and
that way.”And the rest of us that the lunch table said, “really?”When you
hear things that you know are going to be just amazing, it’s wonderful.

That’s why you should do science—because it’s part of the cultural ex-
perience of everybody: to get amazed by new developments. It’s exciting.
Let me finish with one of my protégés, I can only claim him partly as a

protégé because hewasn’t my student, although hewas a postdoc withme
for a while, and then later became a faculty member and a professor. This
is Terry Rudolph. Terry has done some of the most advanced thinking
about fundamental science. He’s one of the founders of a quantum com-
puting company called PsiQuantum. PsiQuantum recently did a major
series fundraising and was valued by NASDAQ just two weeks ago at
$3.15 billion dollars. Who would have thought that you could do that?
He’s still writing wonderful fundamental scientific papers, but he as the
theoretician and others as well—Jeremy O’Brien leading the experimental
side with Pete Shadbolt and others—have got this way of building a quan-
tum engine which is now valued at $3 billion dollars. Terry Rudolph,
when he started on this thing, looking at fundamental physics, and then
built what is basically one of the largest quantum computing companies in
the world. That’s an astonishing journey. But it’s built on the foundations
of decades of hard work from people around the world. I think this ability
to work collectively together and get the very best around the world to
work with us, is really intriguing. Terry is British, but of course he was
brought up in Australia and Malawi, and Jeremy O’Brien is Australian.
We look at this world talent that we’ve got, and it’s been transformative.
In China, you have Jianwei Pan, who is incredible in realizing large-scale
quantum network and achieving quantum computation advantages.
We’ve got leaders around the world who are changing us.
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Abstract. Solid-state atomic-sized color centers in wide-band-gap semiconductors, such as diamond, silicon
carbide, and hexagonal boron nitride, are important platforms for quantum technologies, specifically for
single-photon sources and quantum sensing. One of the emerging applications of these quantum emitters
is subdiffraction imaging. This capability is provided by the specific photophysical properties of color
centers, such as high dipole moments, photostability, and a variety of spectral ranges of the emitters with
associated optical and microwave control of their quantum states. We review applications of color centers in
traditional super-resolution microscopy and quantum imaging methods, and compare relative performance.
The current state and perspectives of their applications in biomedical, chemistry, and material science
imaging are outlined.
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1 Introduction
The resolution of common fluorescence microscopes (wide-
field or confocal microscopes) is limited by the diffraction of
light, known as the Abbe limit. The attainable resolution is
given by the full-width at half-maximum (FWHM) of the point
spread function (PSF) of the beam at the focus of the objective.
A high numerical aperture (NA ¼ 1.4) objective with visible
light (λ ¼ 532 nm) can theoretically reach a resolution of
d ≈ λ∕ð2 ffiffiffi

2
p

× NAÞ ∼ 134 nm and d ≈ λ∕ð2 × NAÞ ∼ 190 nm
for the confocal and wide field, respectively, whereas the exper-
imental resolution is generally in the range of ∼200 to 250 nm
due to the sample optical properties and beam imperfections.
Super-resolution fluorescence microscopy (SRM) permits us
to beat the diffraction limit, and it obtains images with a higher
resolution, from 100 nm to as low as 20 nm or, in some cases,
even lower, with few nanometer localization in some cases. This
is a resolution/localization possible only by electron scanning
probe microscopes. SRM’s impact in life science, chemical,

and physical sciences has been recognized by the Nobel Prize
for Chemistry in 2014,1 and it has revolutionized many areas of
cellular microscopy2 and even virology.3,4

Current SRM methods have resolved many problems in im-
aging using high localization molecules, with the opportunity to
reach a very high resolution in principle. In general, they can
provide high spatial localization and resolution with, however,
limited applicability in tracking real-time biological processes
with the required speed. In addition, the application of the cur-
rently achieved ultimate resolution in some of the SRMmethods
to specific biological samples, with associated high localization
and the required sensitivity, is a prerequisite that is not yet fully
achieved.

The current outstanding limitations in a few SRM ap-
proaches are

• the size of the fluorescent probes and their fluorescent
properties;

• the use of near-ultraviolet excitation which is responsible
for DNA damage and higher imaging background, reducing
applicability for extended imaging time and tracking;

• the photobleaching of the fluorescent tags, which limits the
duration of observation;
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• the extended acquisition or scanning time needed to
achieve the highest resolution, which limits the imaging speed
and applicability for in vivo imaging and tracking;

• lack of achievement of in-depth imaging with the same
high in-plane resolution.

Among these limitations, the type and size of the fluorescent
tags are extremely important to directly access the subdiffraction
biological components and features of interest, achieve the de-
sired resolution in the cells’ environment, follow internal bio-
logical mechanisms in cells, and track cellular processes at
specific locations. The quest for ideal SRM tags is to have
probes that introduce as few as possible artifacts in imaging
and have limited interaction with the sample functionalities.
They must possess photophysical properties fulfilling the re-
quirements of the SRM principles. They should not photo-
bleach. Furthermore, depending on the process that needs to
be imaged, the fluorophores with distinct fluorescence proper-
ties are sought after first and foremost, for their brightness, fluo-
rescence lifetime, photostability, emission wavelength, and, as
in some cases, photoswitching capabilities. While these proper-
ties are essential for advancing the application of SRM to bio-
logical samples, they are also important for applications in
imaging in material science, chemistry, and physics. Other
emerging applications of SRM, where in particular color centers
(CCs) in diamond have also been utilized, are optical data stor-
age,5,6 imaging of current flow at the nanoscale as an example in
two-dimensional (2D) materials, such as graphene,7 and using
quantum magnetometry to study magnetic optical effects in
solid state.8 Many fluorescent nanoprobes are now available
for SRM, and, more recently, solid-state probes based on nano-
particles (NPs) have been investigated for these applications9 in
virtue of their high brightness, high photostability, and unique
optical-switching properties in addition to other physical and
chemical functionalities. CCs in wide-bandgap semiconductors,
in particular, have emerged as potential atomic size probes
(which is an ultimate quest), due to their extreme photostability,
lack of bleaching also in the presence of high laser power den-
sity, high dipole moment, generally long optical transition life-
time, and available long life metastable (MS) state. In addition,
CCs can exist in various charge states, and photoswitching
between them can be achieved using different laser excitation
wavelengths. Finally, most of the CCs have a nonzero electron
spin, which can be read out optically and can serve as a probe of
the local magnetic and electric field, as well as of local strain.
Fluorescence modulation of CCs can be achieved by nonspin
preserving transitions into the MS state, inducing spin polariza-
tion of a degenerate ground state (GS). The manipulation of
the spin properties using the additional microwave or radiofre-
quency excitations can also provide an extra-nonlinear optical
response to be used in super-resolution approaches. The most
notable material hosting CCs is diamond, with a large variety
of emitters mostly studied in bulk diamond,10,11 and, specifically,
the most studied is the nitrogen-vacancy (NV) center.12

Diamonds and nanodiamonds (NDs) are currently widely
studied nanoprobes due to their biocompatibility and low
phototoxicity in various medicine applications.13 Diamond has
been recently followed by silicon carbide (SiC)14,15 with the
carbon antisite vacancy pair (CAV),16,17 divacancy (DV),18,19 and
interface defects.20 SiC and its nanostructures have also been
studied as biological nanosensors, nanocarriers, and biomedical
applications.21–23 Other wide-bandgap materials, such as 2D

hexagonal boron nitride (hBN), which have driven the attention
in photonics and single-photon (SP) emission,24,25 have also
shown applicability to conventional super-resolution methods26

due to a variety of functionalization options and low cells
toxicity,27,28 albeit only a few studies are available today. We will
briefly assess the current state of the art of these three materials’
CCs for their performance in SRM. While the diamond NV
center has been the first to be used for SRM for more than
10 years,29 proving to be a robust system to push the limit of
the present SRM methods accuracy, its applicability as fluores-
cent probes even in traditional SRM methods is still limited.
This is due to the current limitation of CCs embedded in NPs,
with relatively large size, which has currently limited applica-
tion in traditional SRM.9 However, some of the best resolutions
achieved, biocompatibility and photostability for biological
in vitro and living samples imaging, are associated as an exam-
ple to NDs.30 The only limitation is the lack of availability of
highly performing CCs photophysical and spin properties in
single-digit size NDs as their quantum dots (QDs) counterparts.
Using NV centers as probes, the first traditional SRM methods
have been demonstrated, such as stimulated emission depletion
(STED) microscopy,29 ground-state depletion (GSD) micros-
copy,31 MS state depletion32 microscopy, and stochastic optical
reconstruction microscopy (STORM).33 From the initial SRM
demonstrated using NV in diamond, other variants of these
methods were proposed and implemented,34 and we can, after
10 years, observe a certain degree of advances in using specific
photophysical properties of this CC in SRM. In addition, using
the NV center in diamond, nontraditional SRM methods have
been developed to achieve subdiffraction images based on
their specific photophysical properties. Defect charge conver-
sion upon different illumination energy [charge state depletion
(CSD) microscopy35] and spin fluorescence modulation based
on optical detected magnetic resonance (ODMR)12 are examples
of properties used to achieve super-resolved images of NV in
diamond. This last approach based on the electron spin readout
of NV, used as a sensor of other nearby electron and nuclear
spins, in particular, is leading toward nano magnetic resonance
imaging (MRI)36 or nuclear magnetic resonance (NMR) spec-
troscopy,37 showing at present few nuclear spins or single elec-
tron spin sensitivity (nano MRI or NMR). These methods are
borrowed from MRI approaches and adjusted to operate using
an atomic-scale quantum probe rather than a magnetic field coil.
They are based on the implementation of electron spin-echo,
Hanh-echo sequence,38,39 or more complex dynamical spin de-
coupling sequences.40,41 Here, the readout is based on the optical
signal of NV centers. Recent focus on the use of NV in diamond
as a magnetic sensor42 designed for biological living systems
has reached, even in DC magnetometry, the sensitivity of
100 pT∕

ffiffiffiffiffiffi

Hz
p

,43 and, by using a lock-in-based technique to read
out optically the NV spin , a sensitivity of 68 nT∕

ffiffiffiffiffiffi

Hz
p

within
the (sub)cellular scale has been achieved.44 As such, the quan-
tum properties of CCs can be used or combined with traditional
SRM that does not rely on the quantum nature of the nanoprobes
but on their nonlinear optical properties or on their nonstation-
ary fluorescence, which makes them discernible from one to
another. The combination of quantum magnetic imaging meth-
ods with super-resolution localization can lead to nanoscale
magnetic sensing and imaging with subdiffraction localization.
In this direction, using NV centers in diamond, a variant of tradi-
tional SRM, has been implemented using ODMR to address
single or ensemble spin with super-resolved localization; namely
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STED-ODMR,45 SPIN-RESOLFT,46 and SPIN-STORM47–49

have been extended to achieve spin localization using ODMR
and other spin manipulation methods used in AC magnetometry,
primarily spin-echo sequences.50 Even some dynamical spin de-
coupling sequences are used in the nano-MRI to increase the
sensitivity of dilute ensembles of nuclear spins or single electron
spin. These methods have been developed in the NV quantum
sensing approaches and led to relevant imaging capability, for
example, sensing ferritin in single cells,51 single electron spin,52

and electron flow in graphene.53 The combination of increased
sensitivity from quantum sensing with nanometric localization
and tracking is a very sought-after objective that could be
achieved using the quantum properties of CCs. Alternatively,
using the quantum optical properties of single CCs as SP sources,
quantum imaging methods based on SP higher-order correlation
have been developed to achieve subdiffraction imaging.54,55 These
quantum methods can also be used to enhance conventional

SRM, such as quantum-enhanced STORM.56,57 One of the most
promising applications of NV centers in NDs is to achieve
highly localized temperature sensing,58 which could be com-
bined with super-resolution methods. In addition to the most
notable NV in diamond, other CCs in diamond, mainly silicon-
vacancy (SiV), in SiC, and few layers of hBN have emerged as
possible tools for SRM; alternatively, these CCs can be better
studied using SRM. In Fig. 1, illustrations of examples of CCs
used for traditional and quantum-based SRM with their concep-
tual operation are shown. In Table 1, we summarize the CCs
properties in diamond, SiC, and hBN that have been tested
or recognized as relevant for SRM applications, such as emis-
sion wavelength, quantum yield or quantum efficiency, excited
state (ES) and MS or intersystem state lifetimes, known coex-
isting charge states, stimulated emission cross-section, optical
spin coherence time, SP availability, and nanomaterial associ-
ated properties when available. Compared with other solid-state

Fig. 1 CCs and traditional and quantum SRM. (a) Conceptual representation of a vacancy in a
wide bandgap semiconductor, giving origin to a three or more levels system made of a ground
state (GS) (with spin triplets, depending on the spin number), an excited state (ES), and a meta-
stable state (MS) or intersystem crossing state. (b) The NV and the SiV in diamond are used for
SRM methods. (c) 2D hBN showing the boron vacancy. (d) The CAV pairs that can be used for
SRM due to their photoswitching properties.59 (e) Traditional SRM methods schematics such as
STED, based on depletion of ES via stimulated emission, and SMLM as fully nondeterministic
methods, based on the photoswitching of the fluorophore. CSD microscopy originated from
the charge conversion of NV from the negative to neutral state, using three laser probes in a more
complex approach than STED. STED figure is reproduced from Ref. 60; with permission copyright
(2010) JohnWiley and Sons, Inc., CSD and Spin-SMLM figures are reproduced from Refs. 48 and
35, under Creative Commons Attribution-NonCommercial-NoDerivs (BY-NC-ND) 4.0 International
license. A detailed description of the schematics is provided in the references. (f) Conceptual
schematics of the quantum-enhanced SRM developed based on antibunching, giving rise to
the mapping of localized single emitters from the spatial imaging of single emitters using a bundle
of fibers and array of SPADs and time-correlated single-photon counting (TCSPC).57
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emitters, most of the diamond CCs are in the red spectral region
(except for the H3 center) and do not need to use UVexcitation.
For SiC, there are emitters in red as in diamond and emission
toward infrared (IR), providing also reduced scattering of
the excitation laser (780 or 980 nm) for depth imaging. hBN
emitters are from green to red and require excitation mostly
at 532 nm or below; however, two-photon excitation with
a 780-nm laser can be achieved in some emitters. Details of
CCs in these materials can be found in a specific recent re-
view,11,15,26 whereas, here, the summary is done only of the cen-
ters used in SRM. Details of which properties are relevant for
the specific SRM methods are discussed in the related sections
of this paper. In this paper, we review the current diamond, SiC,
and hBN CCs status of their applications in SRM, and we look
at their possible applicability in SRM and quantum sensing as
well as in quantum super-resolution methods. We first review
traditional SRM methods applied to CCs in diamond, SiC, and
hBN and compare their relative properties. We consider the
variant of traditional SRM methods applied to these emitters
together with the spin sensing capabilities to determine state
of the art spin nanoscopy and their applications. Then, we re-
view the so-called quantum-enhanced SRM methods developed
using the quantum optics properties, such as SP emission or sub-
Poissonian statistics. We show their performances in compari-
son with conventional methods and current use of CCs in this
space.

2 Traditional Super-Resolution Microscopy
Methods and Their CCs Variant

SRM principles rely upon switching off the fluorescence of the
samples in a subdiffraction limited area using the modulation of
the photophysical properties of the fluorophores and spatial con-
trol of the excitation beam. Two major groups of far-field SRM
methods are generally identified depending on the fluorescence
tags’ physical processes used and on the image reconstruction

methods, based on the switching mechanism either determinis-
tic or stochastic. SRM deterministic methods rely on the non-
linear optical response of the fluorophore to the excitation laser,
e.g., by exciting the fluorophore from its GS to the ES and then
delving into its dark state with two or more excitation beams as
in STED,88 GSD,89 MS state depletion90 microscopy, and revers-
ible saturable optical fluorescence transitions (RESOLFT)
microscopy.91 In STED and GSD microscopies, the dark state
is a GS, whereas, in the other methods, the dark state is a
long-lived MS state or intersystem crossing state. Among deter-
ministic methods, structural illumination microscopy (SIM) is
based on excitation using the spatially structured pattern of
light-generating interference patterns, whose mathematical
deconvolution provides super-resolution images with a lateral
resolution in 100 nm.92 Stochastic methods rely on the chemical
(such as oxidation or redox or electron tunneling) complex
properties of many single nanoemitters showing photoswitching
behavior at separate times, so nanometric distant fluorophores
can be resolvable in time and then localized. The time localiza-
tion is then converted into spatial localization using specific
algorithms deconvolving each fluorophore point spread function
(PSF). These methods are known as single-molecule switching
or localization microscopy (SMLM) divided into photo-
activation localization microscopy (PALM)93 and STORM.94

An additional variation of these methods depends on the used
fluorophores and their photochemistry properties, and they
can achieve super-resolution in 2D or 3D. As a common feature,
these methods permit us to achieve spatial resolution below
100 nm, enabling the imaging of nanometric entities for the
examination of their architectural details and their interactions
with other systems, mostly biological samples and cell constitu-
ents. These methods permit the resolution of images better than
20 nm and achieve 10-nm localization accuracy. While high
resolution can be achieved with these methods, they suffer
from slow acquisition time and/or postprocessing of images,
as well as in some cases of phototoxicity or photobleaching of

Table 1 CCs in diamond, SiC, and hBN flakes with charge states, ZPL, and their optical and spin properties relevant for SRM and
quantum enhanced SRM. Specifically, the negative charge state of NV and SiV in diamond, the NVN (H3) center in diamond, the
positive CAV pair, the neutral DV in SiC, the negative boron vacancy V−

B and the complex boron vacancy and carbon–nitrogen antisite
VBC−

N. Properties such as quantum yield (η), fluorescence lifetime (τfl), intersystem crossing lifetime (τISC), stimulated emission cross
section (σ), and spin coherence time (T 2) are listed. NDs sized 25 to 100 g nm, SiC NPs of 3 to 50 nm. All of the below CCs have been
isolated as single emitters except the V−

B. Here, n.m. stands for not measured and n.a. for not available.

Color center ZPL (nm) η (%) τfl (ns) τISC (ns) σ ×10−17 (cm2) T 2 (μs)

NV−∕0 C-bulk 637 7029 11.7 150 × 10961 1.229 240062

NV−∕0 NDs 637 23 to 90 21.4 to 22.8 30063–68 — 0.44 to 1.2769

SiV−∕0 C-bulk 738 0.570 1.78 22.471 472 0.035 (T �
2)

73

SiV−∕0 NDs 738 0.3 to 9.274 0.23 to 1.375 1200 to 910074 — n.m.

NVH NDs 503 95 27,76 4077 — 2.1 n.m.

CAVþ∕016 4H-SiC-bulk 648 70 1.8 40 — n.a.

CAVþ∕0 3C-SiC-NPs17 645 — 2.1 to 5.3 300 to 800 — n.a.

DV0∕þ 4H-SiC-bulk 1100 — 14 — — 120018,19

DV0∕þ 4H-SiC-NPs78 1100 — — — — n.m.

NCV−
Si 4H-SiC-bulk

79 1230 98 2.4 to 2.8 601 to 684 — 17.2 80,81

VBC−
N hBN82,83 571 65 to 9584 3.58 167 to 83384 5.5 to 1085 n.m.

V−
B hBN86 850 — 1.2 — — 287
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fluorescent tags that make volumetric time elapse imaging of liv-
ing samples impractical. Recent reviews presenting the working
principles of these methods and the main complementary
achievements and advantages can be found in Refs. 2, 95,
and 96. Here, briefly, we repeat that deterministic methods gen-
erally require higher optical power than nondeterministic meth-
ods, having the first as a major advantage in real-time imaging
that is not possible with nondeterministic methods requiring
postprocessing and longer acquisition time. As such, nondeter-
ministic methods such as SMLM are less suitable for in vivo
imaging regardless of their better resolution.

3 Stimulated Emission Depletion
Microscopy

The STED microscopy conceptual framework was first pro-
posed more than 25 years ago.88 Details of how to build a
STED microscope today are reviewed in Ref. 97. In STED,
a fluorescent probe is first excited by light from the GS to
an ES, and then it is either de-excited by applying a STED beam
via stimulated emission or, spontaneously, via fluorescence
emission. To efficiently force a fluorophore to the GS, the stimu-
lated emission rate has to be faster than the spontaneous emis-
sion rate, i.e., the inverse of the optical lifetime, τfl, which
typically occurs within a few nanoseconds after the excitation
event. The fluorescent subdiffraction spots in STED are ob-
tained by scanning the sample with a coaligned Gaussian exci-
tation beam with a second excitation beam tuned in wavelength
to achieve stimulated emission and engineered with a doughnut-
shaped focal intensity distribution corresponding to a “zero”-
intensity point in the center. This second beam is also known
as the STED beam, and it is tuned generally in the phonon side
band of the emitter.

The expected resolution is given as

d ≈
λSTED

2 × NA × ð1þ aImax∕IsÞ
∼ 50 nm; (1)

where Imax is the maximum STED beam intensity, Is is
the stimulated emission saturation intensity of the fluorophore,
and a takes into account a nonperfect doughnut-shaped STED
beam. The stimulated emission rate is given by σ × ISTED×
λSTED∕ðhcÞ ≫ 1∕τfl, where σ is the stimulated emission cross
section. The advantage of STED microscopy is the real-time
creation of the super-resolved image with a simple acquisition
process, without the need of image postprocessing, which
may induce potential postprocessing image artifacts. However,
achieving high resolution and high speed comes at the expense
of phototoxicity. When exposing samples with high laser inten-
sities in the level of ≈GWcm−2, as with the STED beam, rad-
icals or singlet oxygen can be generated causing photobleaching
and phototoxicity in living systems with subsequent cell death.
However, living cell imaging with STED has been achieved98,99

by optimizing the sample preparation protocols and using fast
beam-scanning methods. Nevertheless, STED microscopy, even
if it can be used for fast live cells and fixed cells studies, due to
the inevitable still too high laser power required, is less suitable
for a long period of live-cell imaging, while its application in
imaging the molecular environment in biological systems is
widespread.100

STED was first applied to NV in optical grade bulk diamonds
exciting the spontaneous fluorescence emission occurring

between 650 and 750 nm with a 532-nm laser and inducing
the stimulated emission of the ES to the GS with a 775-nm laser.
The unique properties of NV in diamond for STED are

• the stimulated emission decay rate is much larger than the
spontaneous decay rate;

• NV long spontaneous emission lifetime (τfl ¼ 11.7 ns in
bulk and 23 ns in NDs63);

• high stimulated emission cross-section σ;
• phononic coupling of its GS enables quenching of the

excited NV centers more efficiently;
• NV quantum efficiency is high (0.7);
• NV possesses extreme photostability once probed with a

STED beam of Imax ¼ 3.7 GW∕cm2;
• NV broad emission allows using a quite wide spectral sep-

aration of the excitation and STED beams.

Using the STED beam with a Gaussian excitation beam, the
spontaneous emission occurred only in the region where the
STED beam intensity is zero, that is in the excitation beam
center, identifying a subdiffraction emission area, with a reso-
lution between 16 and 80 nm. The record emitter localization
was determined to be 8 nm in bulk diamond.29 Later, STED
was extended to NDs to permit the application of these nanop-
robes to biological samples imaging. NDs as small as 25 nm
have been employed where each particle contained up to seven
NV centers. 3D super-resolution has been achieved with 50-nm
resolution.32 This result has prompted STED applications of
fluorescent nanodiamonds (FNDs) and NDs with a high concen-
tration of NV centers, covalently conjugated with bovine serum
albumin or α-lactalbumin as markers in cells [Figs. 2(a)–2(c)],
achieving a resolution of ≈50 nm.101 Other green fluorescent
CCs in NDs due to high concentration of N-V-N (or H3) defects
were used for STED imaging with 70-nm resolution in the cell
environment. Here, green FNDs were used as STED biomarkers
up-taken into HeLa cells76 [Fig. 2(d)]. In conjunction with NV in
FNDs, these CCs provide a way to perform two-color STED
observations and to achieve STED correlation imaging, which
is used for dynamic nanoscale interactions for in-vivo cell
studies.103 FNDs can also be used as dual-contrast for correlative
imaging of high-resolution STED/confocal and transmission
electron microscopy (TEM) experiments102 [Figs. 2(e)–2(g)].
More studies of correlative electron and fluorescence micros-
copy (CELM) of FNDs have shown that FNDs can withstand
electron beam exposure with their fluorescent properties re-
maining intact for light microscopy.104 CELM has been used for
subdiffraction imaging of antigens CD44 on the HeLa cell sur-
face by FNDs encapsulated in biotinylated lipids with localiza-
tion of 50 nm.105 STED has been recently applied to H3 centers
in bulk diamond106 using 470-nm excitation and achieving a
resolution of 50 nm. Using these centers in diamond, a departure
of the STED resolution from the inverse square-root dependence
of the stimulated emission excitation beam intensity is shown,
suggesting the presence of charge traps between the ES of the
centers and the conduction band.

STED has been applied to the SiV CC in diamond, which
exhibits a ZPL at 738 nm; this center possesses better charge
stability of the NV, with a two to four times higher stimulated
emission cross-section compared to NV,72 as shown in Table 1.
The STED beam was tuned between 765 and 800 nm. However,
the resolution obtained was only 89 nm, limited by the specifi-
cally used STED beam pulse energy, whereas it is expected to
reach 20 nm with higher energy. As the SiV has been recently
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incorporated in 10 nm NDs,107 this could provide a multicolor
STED microscope in a single nanoprobe and compete in the
use of CCs-based NDs for STED in biomedical applications.
However, the SiV properties in 10-nm NDs have not been stud-
ied in detail, even if high brightness was achieved from a single
emitter.

STED based on FNDs with red, green, and near-infrared
(NIR) emitters has shown very limited applications in biological
samples so far due to the large size of NDs, which cannot allow
imaging and localization of the 10 nm labeled cell’s anatomy
features. While the use of STED with NDs has been mostly

driven by a feasibility assessment of achieving higher resolution
compared with other currently used fluorophores, the applicabil-
ity is limited by their size.108

The spin variant of STED based on NV quantum sensing as
described in the next section may have more possibilities to
advance their applications in biological science.

Similarly, STED in bulk diamond CCs has not been applied
so far in biological samples imaging, while it is sometimes used
for the study of the nanoscale photophysical properties of the
quantum emitters or to assess their nanoscale fabrication.60

For example, the stimulated emission of NV in diamond has

Fig. 2 STED applied to FNDs and green FNDs in cells. (a) Scanning confocal image of a BSA-
conjugated NV-FND-labeled cell in the white rectangle. (b) STED image of single BSA-conjugated
FND enclosed within the green rectangle in (a). (c) Confocal and STED fluorescence intensity
profiles of the FND indicated in (b). Solid curves represent the best fits for Gaussian (confocal)
or Lorentzian (STED) functions with the FWHM. Images reproduced with permission from
Ref. 101, © 2011 John Wiley and Sons, Inc. (d) Superresolution imaging of green FNDs up-taken
into an HeLa cell, which is tagged in red with an organic dye. The main image is a confocal scan.
The green FNDs appear green, and the absence of fluorescence inside the cells reveals the po-
sitions of the nuclei. The two insets are magnified images of the highlighted area of the cell. Scale
bars are 5 μm in the main image and 500 nm in the insets. Images reproduced from Ref. 76,
© 2015 Optical Society of America (OSA). STED-TEM correlative imaging of intracellular
FNDs in TEM sections. (e) A correlation result on a single cell with TEM in gray and fluorescence
signal from FNDs in magenta. (f), (g) Zoomed sections of the correlation result for TEM and STED,
respectively. (h) The line profile values of an FND in (g), and a two-peak Lorentzian fit of the data
with peaks ≈90 nm apart. Images reproduced with permission from Ref. 102, © 2018 John Wiley
and Sons, Inc.
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been used to induce lasing in NV, laying the foundation for laser
magnetometry.109 A laser magnetometer could achieve a very
high contrast for the NV ODMR and prompt more practical ap-
plications of MRI using bulk diamond. STED has been applied
to the study of a group of quantum emitters in 2D hBN, which
presents a large variety of SP emission110,111 from the UV to the
NIR. These emitters have been recently identified as carbon re-
lated,24 specifically a carbon–nitrogen substitution with boron
vacancies. Here, STED was applied to the emitters at 2 to
2.2 eV as a spectroscopic tool for the examination of vibronic
states, confirming the assigned origin.82 In similar quantum
emitters at 580 nm, a variant of STED known as time-gated
CW-STED achieved a resolution of 50 nm limited by an objec-
tive with NA ¼ 0.8.85 The stimulated emission cross-section in
these quantum emitters in hBN appears larger than in diamond
CCs, showing some promises for biological samples imaging.

3.1 Spin Stimulated Emission Depletion Microscopy

By modifying a STED microscopy system, NV spin states could
be imaged and localized with 6 nm accuracy,45 later improved to
2.4 nm using a solid immersion lens fabricated directly in the
bulk diamond.112 These microlenses are used to locally reduce
the depletion beam power. These results established a STED
variant method for diamond NV spin nanoscopy. A STED
beam was added to a typical pulsed confocal-ODMR setup,12

constituted of a 532-nm polarization beam and a microwave
pulse tuned to theNV− GS spin transitions with an applied static
magnetic field. By adding the STED beam, it was possible to
distinguish and control theNV− ODMR signal of fiveNV− cen-
ters, whereas the diffraction-limited image was able to control
only two NVs. It has been determined that the STED beam can
preserve the NV spin state in Rabi oscillation if the STED beam
does not start to populate the MS state. Rabi oscillation113 can
be performed with subdiffraction spin localization, whereas the
effect of the STED beam induced a loss of information in the
phase of the spin state when applying the Hahn-echo sequence,
showing that quantum sensing is limited in STED high power
operation. This was attributed to the different zero-field splitting
of the ground and ESs; when a STED beam is applied and NV is
forced to the ES, even if it is then de-excited, it experiences
different coupling with external spins, as it has acquired a phase
caused by the coupling of the ES, breaking the symmetry of
the Hahn-echo sequence. Due to the high refractive index of
diamond (2.4) and Mie-scattering resonances in NDs, a limit
was believed to exist for STED to image multiple NV centers
in NDs; thus, it was shown that STED can be used to distinguish
multiple nanometric distant NV centers in 40- to 250-nm-sized
NDs with a resolution of 10 nm.114 In Figs. 3(a)–3(e), multiple
NV centers in 100 nm NDs are shown using STED, and their
image is correlated with SEM images and with their ODMR
spectra. This result also proved the possibility of attributing a

Fig. 3 Spin-STED applied to multiple isolated NV− centers in 100 nm ND. (a) Subdiffraction image
of five isolated NV centers in a single ND. (b) Vertical STED image profiles as indicated in (a).
(c) SEM image of the same ND with (d) the overlay of the STED image. (e) ODMR spectrum of the
same NV centers in the same ND showing distinct frequency pairs corresponding to the five NV
centers. Reproduced with permission from Ref. 114, © 2013 American Chemical Society (ACS).
(f) Spin-RESOLFT experimental sequence combined with AC magnetometry with the dynamical
decoupling pulse sequence for quantum sensing using NV centers in diamond. (g) Spin-
RESOLFT profiles for a single NV center and different doughnut beam duration with a power
of 700 μW. (h) Spin-RESOLFT image of the same NV as in (g) with similar resolution of ≈35 nm
but with 25 μW power and a longer duration of 50 μs. Images reproduced from Ref. 115, © 2017
OSA.
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spin transition to each NV in the ND, opening the door for stud-
ies of fundamental spin-spin interaction of NV in NDs, for ex-
ample, collective emission. While spin-STED has never been
applied for biomedical imaging due to the high energy used,
its current area of application is in NV centers fabrication with
nm precision/localization. In this space, only a few examples of
spin-STED use can be found. For scalable architecture, for ex-
ample, in quantum technology using spin qubits, quantum pho-
tonics, and quantum sensing, the fabrication of an array of NV−
centers is required. Here, there is a need for two conditions to be
simultaneously achieved, which are the accurate positioning of
the NV centers and its high probability of creation. Using few
keV ions energy, it is possible to achieve a positioning accuracy
of NV in the nanometer range, with, however, a low yield in
the few percent of conversion of nitrogen to NV centers after
annealing. STED can be used to assess implantation/detection
technology of single implanted atoms as an example60 to
determine the spatial accuracy of NV implantation and yield.
However, so far, STED for NV fabrication has not been widely
used. Nanoscale site selective magnetic sensing of 1 × 4 arrays
of NV sites with a 60 nm diameter and 100 nm spacing was
achieved using STED imaging.116

3.2 Spin-Reversible Saturable Optical Fluorescence
Transitions

RESOLFT is a variant of STED, where fluorescence depletion
occurs via an MS or intersystem crossing state. The MS state is
required to have a long lifetime. In general, RESOLFT requires
lower power than the STED beam, as such, it is easier to apply
the process that can be affected by high laser intensity, specifi-
cally in biological samples, where phototoxicity is a major
issue in live imaging.117 Spin-RESOLFT is thus another variant
of spin-STED or RESOLFT when applied to NV− centers in
diamond46 for achieving super-resolution of the spin localiza-
tion. Spin-RESOLFT is thus a deterministic superresolution
method providing targeted probing of individual NV spins with
nanometric resolution well suited for coherent nanoscale AC
magnetometry. Due to the involvement of the long-lived MS
state and the lower intensity, compared with STED, it has the
potential to achieve coherent manipulation of NV spins using
complex spin sequences with simultaneous superresolution
imaging of the NV position, without disturbing the phase of
the surrounding spins and thus achieving nano MRI with sub-
diffraction localization.

NV− undergoes the transition to the nonspin selective MS
state for spin numbers of �1, inducing fluorescence reduction.
Spin-RESOLFT has been implemented by illuminating the sam-
ple with a sequence of a Gaussian 532-nm pulsed laser to polar-
ize theNV− spins in thems ¼ 0GS, whereas a microwave pulse
excites the spin to the state ms ¼ �1, and another doughnut-
shaped green laser selectively allows us to manipulate the spin
only in the central part of the beam, achieving subdiffraction
spin manipulation of NV− centers. The technique resolution is
given as

d ≈
λ

2 × NA ×
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ΓτD
p ; (2)

where Γ is the rate of optical excitation of the spin, and τD is
the duration of the doughnut beam that is only limited by the
spin-state relaxation time (>100 ms) and the optical transition

lifetime τfl ≈ 12 ns (this is instead of limiting STED resolution).
The advantage compared with spin-STED is the reduced power
at the sub-mW level, which is four orders of magnitude lower
than STED, while achieving the same resolution.115 Due to the
lower power used in this method, spin manipulation based
on Rabi oscillations and spin-echo measurements could be
performed with spatial selectivity locating 150 nm apart NVs
centers. This enabled the study of the spin coherence times of
closeby NVs to determine the content of magnetic impurities in
the local nanoenvironment. Spin-RESOLFT microscopy can en-
able precise nanoscale mapping of magnetic field patterns with
a shown resolution as low as ≈20 nm, using a lower power
depletion beam. In particular, mapping of the nuclear spins
exterior to the diamond was achieved and imaged with 50 nm
lateral resolution. The proton NMR line-width was not degraded
by the scanning laser beam,115 showing promise for NMR sig-
nals detection of nuclear spins with high spatial localization.
In Figs. 3(f)–3(h), a scheme of spin-RESOLFT combined with
a quantum sensing sequence (XY8-k dynamical decoupling
pulse sequence) is achieved in bulk diamond with 20 nm
resolution. A spin-RESOLFT magnetic imaging sensitivity of
250 nT∕

ffiffiffiffiffiffi

Hz
p

was achieved with a resolution of 50 nm (whereas
on the confocal mode, the sensitivity is of 60 nT∕

ffiffiffiffiffiffi

Hz
p

), as the
resolution is increased by longer duration of the doughnut laser
beam, which in turn reduces the sensitivity. As such spin-
RESOLFT based on diamond CCs may be more applicable to
biology and quantum sensing than all the techniques described
so far.

4 Ground-State Depletion Microscopy,
Metastable-State Depletion Microscopy,
and Structured Illumination Microscopy

In the GSD microscopy method, the NV GS is depleted by
shelving the emitter in the ES. A high-intensity 532 nm exci-
tation beam has a doughnut shape and is used to force the
NV in its ES, whereas NVemission occurs in all of the samples
except in the dark center. The location of closely packed NVs
is observed as nanosized dark spots in a larger bright area.
The localization below the diffraction limit corresponds to
a dark point.31 Imaging was achieved with this approach in
diamond due to low photobleaching at high-intensity beams.
Mathematical deconvolution postprocessing algorithms using
the effective calculated PSF are used to obtain the positive
image. With this method, a resolution of 8 nm with several
GW∕cm2 in a low-density NV sample of an optical grade bulk
diamond has been obtained. The direct super-resolved image
could be obtained using an excitation Gaussian beam modulated
at 1 kHz and, at 561 nm, used to excite the fluorescence of the
NVs located at the doughnut minimum that remained dark, as in
the GS. With the direct GSD methods, 14 nm resolution was
achieved, and NVs 17 nm apart were located in the sample.
A variant of GSD has been demonstrated via shelving in the
MS state,61 as it had been initially proposed.89 A long-lived
MS state is required. A red laser at 638 nm excites the NV center
and efficiently transfers it to an MS dark state, while the dark
state is emptied by blue light (479 nm) back to the ES, thereby
depleting its GS. A resolution of 16 nm was achieved with
5 mW power. It is understood that GSD via the dark state can
be sample dependent, where high nitrogen doping is necessary
to avoid conversion of the NV− from the negative to the neutral
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charge state. Compared with STED, as this method involves a
long-lived MS state, it requires a lower power, also in compari-
son to the GSD via the ES. This method has never been applied
in spin manipulation, and it has been referred to in recent
literature to be a CSD method, involving the NV charge state
conversion from a negative to a neutral state. GSD microscopy
using the MS state has been applied to NDs,118 where the charge
conversion of the NV− was not observed due to the high con-
centration of nitrogen in the NDs. Here, three beams were used:
a probe beam at 594 nm, a depletion beam at 638 nm, and a reset
beam at 488 nm. The depletion beam at 638 nm shelves the
NV− centers to the MS dark state everywhere except in the local
minimum, whereas a Gaussian beam at 594 nm probes the NV−
centers, and a 488-nm reset beam is used to repopulate the
ES. Super-resolution imaging of a single NV− center with an
FWHM of 36 nm is demonstrated, and two nearby NV− centers
were resolved with 72-nm separation, as shown in Fig. 4(b).
GSD microscopy applied to NV− in NDs requires a much lower
optical power compared with the bulk diamond previously re-
ported. However, this work further evidences the need to control
the NDs nitrogen concentration to better tailor the NV photo-
physics as an example to separate the charge conversion pos-
sibility and combine GSD in NDs with spin control. So far,
GSD has not been applied in spin manipulation.

A variant of GSD microscopy was applied to a class of quan-
tum emitters with a zero phonon line (ZPL) at 778 nm in 2D

hBN119 [Fig. 4(a)]. Here, complex photophysics of a four-level
system is assigned to the photon-correlation dynamics of the
emitters under different laser excitation wavelengths, where it
is found that 675-nm (or 708-nm) excitation induces a transition
to a dark state (possibly a different charge state) through the
long-lived MS state; while combining the 708-nm with a
532-nm excitation, the emitter is repumped in the ES, inhibiting
the otherwise faster nonradiative decay from the intermediate to
the GS. As such, by combining GSD with two excitation beams,
a resolution of 62 nm was achieved with a lower power
compared with a single beam GSD. This method could also
be associated with a charge state conversion. No CCs GSD
microscopy has been used in the cellular environment so far
due to the high energy used. Structured illumination (SIM)
has been compared to STED side-by-side using NV centers in
35-nm FNDs and bulk diamond material. It has been shown
that STED provides more structural details, whereas SIM pro-
vides a larger field of view with a higher imaging speed. SIM
has been compared also with wide-field imaging, as it is ex-
pected to have a factor of 2 resolution improvement, and, using
NV centers in FNDs, the achieved resolution was ≈304 and
≈131 nm, respectively.120 While this is not the ultimate resolu-
tion of SIM with FNDs, SIM has found many applications in
biological science, where less resolution is needed, and it is
not excluded that such large FNDs could find better applications
in SIM rather than STED.

Fig. 4 (a) Schematic of the experimental conditions used to perform GSD nanoscopy applied
to hBN flakes with one or two excitation lasers with doughnut-shaped intensity profiles.
Here, 532 nm is used as a repumping laser. The direct images and deconvoluted ones are
shown in the presence of only the 532-nm or both 532- and 708-nm lasers, together with
the resolution achieved, showing an improved resolution in the presence of the two lasers.
Images reproduced from Ref. 119, Creative Commons BY license. (b) Schematic representation
of GSDmicroscopy applied to NV− in NDs. Three lasers operating at the wavelengths of 488, 594,
and 638 nm are used. The 638-nm laser has a doughnut-shaped intensity profile and switches
off the center via the MS state, while the 488-nm laser is a reset beam used to repopulate
the ES. Confocal and super-resolved images of 2 NV− at 72-nm distance in the same ND.
A single NV was resolved with 36 nm. Images reproduced from Ref. 118, Creative Commons
BY license.
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5 Single Molecules Location Microscopy
and Spin-SMLM

SRM techniques can use statistical intensity switching due to
the fluorescence intermittency of the fluorescent nanoprobes
in the entire field of view of a wide-field microscope. Using
single emitters localization imaging reconstruction algorithms,
the precise locations of the probes surrounding sub-100 nm
features of the object to image can be achieved. SMLM is the
general term used to group all of the techniques based on this
approach. SMLM methods are implemented on a wide-field mi-
croscope using an electron-multiplying charge-coupled device
camera with sensitivity of single photons detection being pos-
sible. Sequences from 100 to 10,000 individual camera frames
are taken, and each frame is imaging only a limited number of
different subsets of individual isolated fluorescent nanoprobes
each time, which is accidentally switched on for each sub-
sequent camera frame. The image with sub-100 nm resolution
is reconstructed by determining the spatial positions of the indi-
vidual fluorescent molecules from their intensity intermittency
in these many camera frames. Deconvolution of the single emit-
ters PSF is achieved. SMLM relies upon the presence of a high
density of single emitters, which can be switched on and off
within a time frame of 10 to 100 ms. Different fluorophores pho-
tophysics are used to achieve their stochastic on-off switching,
and this differentiates various methods. PALM employs the
excitation laser wavelength-dependent fluorescence activation
of the so-called “photo-activable” fluorescent labels, which are
brought to an “on” state by the laser excitation; after activation,
these fluorophores emissions subsequently photobleach.
Specifically, PALM uses photoactivable green fluorescent pro-
teins as labels, which are genetically engineered fluorescent
proteins. Instead, STORM originally utilized stochastic fluores-
cence transitions of organic dye. These methods can achieve
higher resolution (10 to 20 nm) than STED with much lower
power and, as such, lower phototoxicity than the other determin-
istic methods; however, at the expense of longer acquisition time
of many frames, they are thus less applicable to in vivo imaging.
SMLM high spatial resolution (10 to 20 nm) is achieved at the
expense of low time resolution, usually from a few to several
seconds. It has been improved to reach 0.5 s using single exci-
tation in 2D imaging in the cell environment121 with a reduced
spatial resolution of 25 nm; whereas, time resolution of 1 to 2 s
is needed to achieve a 3D spatial resolution of 30 nm in the
lateral directions and 50 nm in the axial direction. The long ac-
quisition time can introduce drift, requiring fiducial markers and
correction to avoid image artifact. More importantly, long ac-
quisition times introduce an upper limit to the time resolution
and speed when it is needed to resolve live-cell dynamics or to
achieve real-time imaging of subcellular components. Various
deconvolution and machine learning algorithms can accelerate
PALM and STORM as an example, using deep learning
methods;122 however, these techniques are not yet commonly
applied, even if they are very promising. The localization of
the emitters in SMLM is given as

Δloc ≈
Δ
ffiffiffiffi

N
p ; (3)

where Δ is the FWHM of the PSF (resolution) of the single
emitter, and N is the photon count. The technique is only limited
by the number of photon counts associated with the single

emitters. As such, bright single emitters with fast switching
from the bright and dark state can provide very high localization
and resolution.

Several fluorescent labels have been used for SMLM as de-
scribed above: organic molecules have the smallest size, and the
excellent blinking properties are, however, generally dim and
undergo rapid photobleaching; photoactivable or photoswitch-
able fluorescent proteins suffer from poor localization precision
and low photon counts. Nanomaterials, such as QDs, carbon
dots, polymers dots, and silica NPs, have been used, showing
promising results due to their high brightness and photostability.
Nanomaterial limitations can be found in their phototoxicity or
their large size compared with organic molecules.123 Among
these nanoprobes, NDs have been also used.

SMLM has been applied to NV centers in NDs33 based on the
blinking behavior ofNV− photoluminescence due to the surface
defects and electron tunneling to near-surface defects, achieving
a resolution of 20 nm and being able to discern two NVs in
a single ND 20 nm apart. A STORM microscope enhanced by
spin manipulation was achieved in bulk diamond using the
photoionization of NV− to its NV0 for single sparse NVs,
achieving a super-resolution of 27 nm with the spin manipula-
tion and magnetic field sensitivity of 190 μT∕

ffiffiffiffiffiffi

Hz
p

.47 SMLM
based on NV in diamond and NDs can permit parallel magnetic
imaging with nanoscale resolution. However, the photophysics
ofNV− are due to the low nitrogen concentration bulk diamond,
which also has a limited number of naturally occurring NV cen-
ters, reducing the possibility of reconstructing the image of
nanometric size samples. SMLM in NDs has further been imple-
mented to achieve spin manipulation with subnanometer reso-
lution in NDs,48 permitting also the improvement of the super-
resolved images of collective blinking NV− centers to 23 nm
(otherwise of 50 nm). By labeling cells bound to iron oxide
magnetic NPs with biotinylated 70 nm FNDs, the nanoscale
magnetic field optical images with 17 nm resolution within the
cells were achieved using the spin-SMLMmethod49 and magnetic
field sensitivity of 85 nT∕

ffiffiffiffiffiffi

Hz
p

, as 1000 NVs were present in a
single FND rather than 1 NV. This is the first application of the
spin-SRM method to the cells’ environments. One limitation for
in vivo imaging with this technique is the longer acquisition
time, which could be improved using deep learning methods.124

SMLM and its spin variant using NDs have more potential for
biomedical applications if smaller NDs with bright NV centers
could be available, while, at the moment, large NDs of 35 to
70 nm have been used. An improvement of the NDs material
to achieve better applicability of these techniques is expected,
for example, with lower nitrogen content for improved quantum
sensing combined with parallel super-resolution imaging.125–127

Using quantum spin control, super-resolution localization of
NV− centers in diamond with localization better than 1.4 nm
was achieved with subnanometric resolution. Here, a scanning
confocal microscope and quantum-controlled photoswitching
were used.128 Photo-switching is realized by encoding the spin
quantum phase using a pulsed magnetic field gradient. This
method can find applications in addressing and controlling
coupled qubits spins in diamonds.

Other CCs in solid-state nanoscale materials are emerging as
probes for SMLM. SMLM has been applied to quantum emit-
ters in a monolayer of hBN.129 The mechanism is attributed to
the CCs photoswitching after exposure to a 561-nm laser due to
possible photo-induced ionization and recombination of defects,
revealed by correlated TEM imaging, such as boron vacancy
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(VB), and switching between its neutral and negative charged
states. Here, the super-resolved images of 46 nm were achieved
with the possibility of locating quantum emitters 11 nm apart.
This technique is relevant to increase the understanding of
quantum emitters in 2D materials. By combining SMLM and

spectroscopy, the spatial and spectral correlation of quantum
emitters in chemical vapor deposition (CVD) and exfoliated
flakes of 2D hBN was shown,130 where two types and one type
of defects were identified in the respective material [Fig. 5(c)].
These results align with recent findings of the origin of the

Fig. 5 (a) Spin STORM applied to NV− center in bulk diamond. STORM-ODMR measurement
sequence under a 594-nm excitation laser to induce photoionization of the center into its neutral
charge state, combined with a scanning of the microwave frequency for each widefield frame.
Sensing of two NV− centers is shown with a nanometric localization and STORM-ODMR image.
The zero-crossing (line scan) between both centers shows mutual distances of the centers
below the STORM resolution. Image reproduced from Ref. 47. (b) Nanoscale magnetic field
optical images of labeled cells bound to iron oxide magnetic NPs with biotinylated 70 nm
NDs. Upper figures showing super-resolution only based on SMLM using 561 nm and lower
figures showing magnetic field sensing and localization combining ODMR information achieved
by a microwave frequency scan. Reproduced from Ref. 49, with permission from the Royal
Society of Chemistry. (c) Super-resolved image of hBN flakes resolving the different types of
emitters (green and red) based on photoswitching of the VB charge states and other emitters
in the 2 to 2.2 eV spectral region. Reprinted with permission from Ref. 130, © 2019 ACS.
(d) SMLM applied to 4H-SiC NPs of 40 nm after cell incubation achieving 18 nm in the cellular
environment. The SiC NPs revealed the presence of multiemitters in the same NP with SMLM
using different excitation wavelengths at 561 and 638 nm. Image reproduced from Ref. 59,
© 2020 American Physical Society (APS).
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quantum emitters in exfoliated flakes of hBN attributed toVBCN

concerning visible emitters and the VB in the neutral or negative
charge states. The SMLM technique was also applied to inves-
tigate the optical properties of single-digit hBN NPs (3.0�
0.7 nm) produced by cryogenic exfoliation.131 hBN NPs/nano-
flakes due to their size properties can be applied for bioimaging
and sensing applications in combination with SMLM, GSD, or
RESOLFT microscopy; however, so far, no applications in bio-
logical samples imaging have been shown. SMLM in hBN has
been performed to achieve information about the origin of the
emitters, which is often not fully understood.

While hBN emitters have recently shown the possibility of
having an ODMR signal86 concerning the negative charge state
of V−

B with a coherence time of 2 μs at room temperature, its
application to spin-SMLM has not been shown yet, possibly
due to its central wavelength of 850 nm when excited at
532 nm. This emitter has not yet been isolated as a single emit-
ter. The V−

B has been determined to be the dark state of the VBH
used in a recent demonstration of SMLM132 of hBN samples in
air and acidic solutions. The presence of water increases the
conversion into the visible luminescent neutral charge state.
A recent review on the potentials of hBN in SRM and the photo-
physics of CCs involved can be found in Ref. 26.

SMLM was used to study the blinking properties of quantum
emitters in bulk SiC and NPs sized from 8 to 100 nm15 of differ-
ent SiC polytypes, showing a resolution dependent on the NPs
size and excitation wavelength.59 A resolution of 20 nm and a
minimum distance between single emitters of 40 nm were ob-
served, even with the uptake of the SiC NPs in the cellular envi-
ronment of MCF10A cells [Fig. 5(d)], showing the potential of
these nanoprobes as biomarkers. Using single digit (3 nm) SiC
NPs with the ODMR emitters signature,78 spin nanoscopy using
dual-color excitation could also be achieved as the red (CAV)
and NIR (DV) CCs are present in the same NPs. As SiC NPs can
reach the size of 1 to 1.5 nm, comparable with those of pores in
the cellular membrane,23 and their biocompatibility has been
demonstrated133; the combination of 3-nm NPs with CCs with
optical spin readout may be the solution to the large FNDs appli-
cability to spin-SRM. However, spin-SMLM has not yet been
demonstrated, as the quantum emitters are in the infrared (900
and 1100 nm), where commercial systems do not operate, as
well as the conventional detectors’ efficiency is much lower.

6 Two-Photon Microscopy
Two-photon microscopy (2PM) is used to increase the resolu-
tion along the optical axis of the microscope, which is generally
much worse compared with lateral resolution for any fluorescent
microscopy method. Its main application is deep tissue imag-
ing,134 as by exciting with two photons at a longer wavelength
(generally in the infrared) scattering and background are re-
duced. Combined with adaptive optics to correct the optical
aberration within the sample limiting resolution, it can provide
SRM in 3D.135 2PM has been applied first to diamond bulk
material136 using 1064 nm and showing it is possible to excite
NV in the same way as using SP absorption with 532 nm,
showing similar photostability with high power excitation.
Application to micron-sized diamonds with NV centers has fol-
lowed,137 with FNDs for their characterization of high brightness
due to many NV centers being created within the NDs,138 then
for drug delivery,139 and in living cells.140 2PM, however, does
not provide SRM by itself, but can be combined with SRM to
achieve better resolution in the z direction. It can be used to

image the localization of the production of NV centers with
depth in bulk diamond.141 2PM has then been implemented
in 5- to 100-nm NDs in combination with adaptive optics and
super-resolution radial fluctuations algorithms,142,143 achieving
43-nm resolution. This is a freely available plug-in module
for ImageJ, which requires a minimum of 100 frames of con-
focal images. Super-resolution radial fluctuations make use of
the fluctuations in the radial symmetry measured over a large
number of images of the same object to extract super-resolution
images, and it is a computational method.144 2P microscopy has
also been successfully applied to ≈200-nm hBN flakes using a
ps-pulsed laser at 708 nm.145 No applications of 2PM in combi-
nation with SRM using CCs in the cellular environment have
been shown.

7 Charge-State Depletion Microscopy
As previously mentioned, the NV center in diamond, like many
other CCs, occurs in two fluorescent charged states: neutrally
charged NV0 and negatively charged NV−. Their well-known
studied ZPLs are at 575 and 637 nm, respectively. The presence
of one or the other charge state is dependent on the nitrogen
doping concentration of the starting material (the presence of
substitutional nitrogen center P1) in both bulk and NDs.146 In
low nitrogen concentration of diamond with different excitation
conditions, the two charged states can transform from one to
the other, known as he photochromic effect.147,148 Only the
NV− electron spin GS can be optically initialized and detected,
whereas the NV0 charge state does not exhibit such properties
(S ¼ 1∕2). They are both very photostable once the charge state
is controlled. It is understood that high nitrogen doping can sta-
bilize the charge state of the NV−.149 On the other hand, a high
nitrogen concentration is the main source of the reduced coher-
ence time of the NV−.150 The charge state conversion process of
the NV center excited by visible light has been demonstrated to
be a two-photon process, increasing quadratically with the op-
tical field intensity.148 CSD microscopy35 relies on using a 637-
nm laser to convert the NV− into the NV0, and a 532-nm laser
coverts it back or initializes the NV−, achieving a resolution of
4.1 nm by optimizing the laser pulse sequences. The method is
not deterministic, as the conversion rate of the charge state for
NV− is around 75%, and this is a limitation of the technique.
In CSD nanoscopy, three lasers are applied in sequence: the NV
centers at the focal point of a Gaussian beam are initialized to
NV− by a 532-nm laser beam, and a doughnut-shaped 637-nm
laser beam is applied to convert the charge state to NV0, except
for the NV centers at exactly the center of the doughnut-shaped
beam. The third laser at 589 nm is nondestructively used to read
out the NV charge state, as it can efficiently pump the sponta-
neous emission of NV− centers without changing its charge
state. Only the NV centers at the 637-nm laser beam center will
be bright in the image under 589-nm excitation. The resolution
of CSD nanoscopy can be increased by increasing the power
and duration of the doughnut-shaped depletion-laser beam.
The electron spin-state dynamics of adjacent NV− centers can
also be controlled via the CSD. Using ODMR CSD and Rabi
oscillation with CSD, two 100-nm distant NV− spin states, with
the same resonant microwave frequency, were individually
controlled.35 Here, the CSD method is not influencing nearby
spins, as the method is based on charge state conversion,
and, as such, when NV is in the neutral charge state, it is not
influenced by the microwave. CSD and its spin variant have
been applied to ultrapure diamond, with 500-ppb nitrogen
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concentration, and, as such, this method also appears to be
material doping dependent. CSD microscopy has been applied
to an ensemble of NV centers in bulk diamond with 6.1-nm
resolution.151 Using an NIR laser (780 nm), the charge-state con-
version rate was improved in CSD.152 Using picosecond lasers
and a low repetition rate, a resolution of 12 nm was achieved
with 1-mW depletion power, bringing the technique among
the lowest power high-resolution methods.153 The resolution
of the technique can be increased by a longer depletion beam
pulse and higher power. Super-resolution multifunctional sens-
ing has been shown using low-power CSD nanoscopy of arrays
of high-density NV centers used as local electromagnetic field
sensors for local density of states and electrical conduction with
a resolution of ∼49 nm.154 The methods regardless of the low
power have never been applied to biological samples, mainly
because they have never been applied to NDs or FNDs as of
yet, possibly due to the high nitrogen concentration of the NDs.

8 Quantum Methods
While the previously described methods rely on nonlinear optics
effects or nonstationary emission of fluorescent markers for
overcoming the diffraction barrier, which is due to stationary
and linear classical optics, an alternative approach is based
on resorting to quantum optics. High-order quantum interfer-
ence patterns arising in quantum optics can yield spatial distri-
bution of correlations much denser than what is classically
allowed. Using nonclassical light as the source of illumination,
subshot noise measurement can be achieved in virtue of
quantum entanglement; the techniques are known as quantum
illumination,155 which permits us to achieve imaging in the
presence of noisy low illumination conditions, while they do
not provide super-resolution. Various methods to achieve high
sensitivity, image contrast, and, to a certain extent, resolution
enhancement via quantum optics have been based on illuminat-
ing an object with nonclassical light, such as squeezed light, SP
emitters, or entangled photons.156 Another proposal was based
on using samples that emit multiphotons while being illumi-
nated by classical light. By using coincidence measurements,
the diffraction limit can be defeated.157 However, no samples
can currently emit photon pairs or multiple photons. As such, an
alternative to Hell’s proposal is to use higher-order correlation
methods158 in the specific SP emitters.

8.1 Single Photon Second and Higher Correlation
Methods

Photon antibunching159 is observed in most common fluoro-
phores, such as organic dyes, QDs, and CCs, in wide-bandgap
materials even at room temperature. For these emitters, the
photons have sub-Poissonian statistics, which consist of the
suppression of emission of two photons at the same time.
Therefore, simultaneously detected pairs of photons from such
fluorophores provide information of the number of emitters; if
N emitters are measured, their zero delays (τ ¼ 0) second-order
photon correlation is gð2Þðτ ¼ 0Þ ¼ 1 − 1

N. The same quantum
emitters are widely used in traditional nonlinear and nonstation-
ary SRM, as described in previous sections, via spontaneous
emission. Because of photon antibunching, a scanning fluores-
cence microscope spatial points in the image are, in principle,
based on sub-Poissonian photon statistics, where the number of
simultaneous multiphoton detection events is much smaller than
it is for classical light for any order. Performing an N-photon

coincidence measurement is equivalent to measuring N-photon,
narrowing the effective PSF by a factor of

ffiffiffiffi

N
p

.160 The PSF is, in
this case, the probability of detecting a photon at the position x,
PðxÞ, where the probability of detecting N photons at x is nar-
rower, PðxÞN , so the FWHM reduces by

ffiffiffiffi

N
p

. The first exper-
imental demonstration was based on CdSe/CdS/ZnS colloidal
QDs photon antibunching in the image plane of a wide-field
fluorescence microscope, determining the spatial distribution
of missing two- and three-photon coincidence events and recon-
structing second- and third-order super-resolved images.54 This
method resembles super-resolution optical fluctuation imaging
(SOFI),161 as intensity correlations are detected in the image
plane of a fluorescence microscope. However, in SOFI, the flu-
orophore brightness fluctuations provide super-Poissonian pho-
ton statistics, whereas quantum SRM antibunching of photon
emission is a sub-Poissonian statistic. Super-Poissonian photon
statistics are highly dependent on the specific emission fluctua-
tions of the fluorophores, while antibunching is a universal
subshot statistic. Antibunching imaging is limited by the SP
detector technologies background noise and, by their point de-
tectors nature, responsible for a small fill factor.162 The method
has been applied to NV in electronic grade bulk diamond,55

where second- and third-order photon correlation functions,
gð2Þð0Þ, gð3Þð0Þ maps, were obtained and deconvolved to deter-
mine the PSF, PðxÞ, to reconstruct the super-resolved images
[Figs. 6(a)–6(e)]. Here, a confocal setup with single-photon ava-
lanche photodiodes (SPADs) and photon correlation electronics
was used. An FWHM of 290 nm was achieved to resolve
the location of 3 NV centers with 2 NVs at 270 nm apart
[Fig. 6(e)]. The localization and super-resolution are limited
to the third order, with a factor of

ffiffiffi

3
p ¼ 1.73 improvement.

The method appears very far from the current resolution and
localization obtained from STED or SMLM, and it is unclear
if it can be applied in a higher density of NV centers as in optical
grade diamond or NDs due to the presence of high background
and multiple CCs in the same ND, in addition to collective emis-
sion effects observed.48 Further, the time acquisition to achieve a
higher-order correlation function and the complexity to imple-
ment higher-order correlation using single SPADs could be a
limit to improving the current resolution.

8.2 Quantum Enhanced SRM

Quantum correlation methods have shown the possibility to be
improved by adopting image scanning microscopy (ISM),
which makes use of a fiber bundle in place of the confocal
pinhole and on a small array of faster SPADs, offering a twofold
enhancement in resolution compared with a traditional wide-
field or scanning confocal microscope.165 In particular, ISM
has been proposed as a method in traditional SRM that could
be implemented together with the quantum correlation of single
emitters, as shown by quantum image scanning microscopy
(Q-ISM) [Figs. 6(f)–6(h)].57,163 This is because in ISM each pixel
in a detector array acts as a small pinhole in a confocal laser-
scanning microscope,166 which can be further improved using a
recently developed array of SPADs.162 In addition, by adopting
ISM, SMLM could also be equipped with quantum correlation
functionalities. First, it has been shown how the quantum cor-
relation could be applied to SMLM implemented by a fiber
bundle camera.163 Here, the SMLM localization principle is
implemented using high quantum efficiency, low noise, scalable
architecture group of SPADs, where the fill factor is improved
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using the fiber bundle. The time traces of single QDs count rates
are acquired with the second-order photon correlation function
gð2ÞðtÞ [Fig. 6(g)] and analyzed in time bins of 0.1 s. Single-
emitter localization is achieved, postselecting only single emit-
ters based on the values of gð2Þð0Þ < 0.375 with localization of
20 nm on a single emitter, which is comparable with SMLM in
the widefield imaging mode. Tracking of single and two emit-
ters separated by 100 nm was achieved with this method. Both
localization and tracking are not currently superior to traditional
SMLM due to the small field of view. This method, however,
provides a solution to the current SMLM, requiring a sparse
number of single emitters to avoid multiemitters in the diffrac-
tion spots (which generally require many camera frames), and,
also, it relies less on the fluorophores photoswitching underly-
ing mechanism, as it can be applied also to photostable single

emitters. This method permits the rejection of multiemitters
from the quantum correlation measurements or the use of multi-
emitters fitting algorithms. The approach can be scaled up by
SPAD arrays to achieve faster antibunching maps.162 In addition,
faster blinking emitters could be used to increase the occurrence
of single-emitter events and localizations of three emitters or
more. As such, scalability of this method still relies on a photo-
switching mechanism. If compared with SMLM traditional
methods for both localization and tracking, in quantum-
enhanced SMLM, it is not clear if outstanding problems in
SMLM, such as limited speed due to acquisition of many cam-
era frames, can be surpassed, as the antibunching acquisition
can slow down this method as well. Localization precision be-
low 30 nm or better has been theoretically predicted using anti-
bunching and photoswitching (quantum-optically enhanced

Fig. 6 (a) Schematic of a confocal laser scanning microscope equipped with SPADs and a third-
order correlation electronics. (b) Diffraction-limited image from the confocal point of three NV cen-
ters in bulk diamond. (c) Map of the gð2Þ function and super-resolved images using the quantum
correlation information after using a quantum reconstruction algorithm for (d) the second-order and
(e) third-order. (b)–(e) Images are reproduced with permission from Ref. 55, © 2014 APS.
(f) Schematic of an SP fiber bundle camera with 15 SPADs. (g) Photon count time trace
(top) and quantum correlation (bottom) for two QDs. Blinking of one QD is followed by antibunch-
ing, gð2Þð0Þ ≈ 0, in red. Blue circles correspond to the case of more than one emitter blinking,
while gray circles correspond to insufficient statistics. Images (f) and (g) are reproduced from
Ref. 163, Creative Commons BY license. (h), (i) Images of microtubules in a fixed 3T3 cell
labeled with QDs imaged using ISM and Q-ISM and corresponding SR images (j), (k) for 100 ms
and 10 ms acquisition times; the scale bar is 500 nm. Images (h)–(k) are from Ref. 164,
© 2019 OSA.
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STORM) of multiple emitters, even when closely spaced (125
emitters per μm).56 Super-resolution Q-ISM has recently proved
an increase in the resolution of confocal scanning microscopy
up to twofold, and it has been applied to microtubules of fixed
3T3 cells labeled with QDs.57 Images of the microtubules with
confocal scanning microscopy, ISM, and Q-ISM are compared.57

The resolution enhancement factors compared with the wide-
field image are 1.29 and 1.74 for the ISM and Q-ISM, respec-
tively, for the image of single QD. The use of nanosecond
response time SPADs permits the improvement of the signal-
to-noise ratio. Using Fourier reweighted165 Q-ISM, further
resolution improvement of 2.34 was achieved. The acquisition
time to achieve a high signal-to-noise ratio in a Q-ISM image is
generally longer than that for an ISM image, of the order of
tens of milliseconds per scan step. As such, joint reconstruc-
tion of the images of the two methods was implemented via
sparse reconstruction (SR) algorithms, and images of fluores-
cent QDs were validated via correlative electron microscope
measurements.164 In Figs. 6(h)–6(k), images from ISM and
Q-ISM and their SR of fixed 3T3 cells labeled with fluorescent
QDs with different dwell times are shown, providing a relatively
accurate reconstruction of the images with 10 ms exposure time.

Another quantum correlation-enhanced microscopy approach
to defeat the diffraction limit has been proposed theoretically.
It has been proposed to combine quantum correlation and
structured illumination (SIM) to achieve higher resolution. SIM
introduces a resolution improvement of factor 2 and quantum
correlation alone a factor of

ffiffiffi

k
p

, where k is the correlation order
or photon-number correlation. Quantum correlation combined
with SIM could lead to an improvement scaling as kþ ffiffiffi

k
p

.167

The use of photon antibunching of single emitters to obtain sub-
diffraction localization of pairs of quantum emitters of unknown
relative intensity has been proposed. Specifically, the localiza-
tion can be reconstructed by three separate Hanbury Brown
and Twiss measurements.168 This problem is impossible to solve
based on intensity measurements alone. Two single emitters
within the diffraction limit with different intensities can provide
g2ð0Þ < 0.5 in a diffraction-limited image.

9 Conclusions and Outlook
In Table 2, we summarize the main results of SRM using CCs in
diamond, SiC, and hBN with the achieved resolution and when
spin nanoscopy has been achieved with the related magnetic

Table 2 Super-resolution and their spin variant techniques based on CCs with achieved subdiffraction resolution and magnetic imaging
localization resolution and magnetic field sensitivity.

System (CC) Method (magnetic field sensitivity) (nT∕
ffiffiffiffiffiffi

Hz
p

)
Resolution (magnetic

imaging) (nm)

NV C-bulk STED 5.8 to 8029

NV C-bulk Spin-STED (ODMR and Rabi) >10045

NV C-bulk SIL-STED 2.4112

NV NDs STED 10 to 4032,114

NV NDs Spin-STED (ODMR) >40114

NVN C-bulk STED 50106

NV or NVN NDs in cells STED 50 to 7076,101

NV C-bulk CSD 4.135

NV C-bulk Spin-CSD >10035

NV C-bulk Spin-RESOFLT 35 to 50115

Hahn-echo and magnetic sensing (250) 20 to 150115

NV C-bulk GSD 8 to 1631,61

NV NDs GSD 36118

NV C-bulk SMLM 27 to 2947

NV C-bulk Spin-SMLM (ODMR) (190000) 50 to 10047

NV NDs Super-resolution radial fluctuations and 2PM 43142

NV NDs SMLM 20 to 2333,48

NV NDs Spin-SMLM (ODMR) (85) 17 to 2048

NV C-bulk Single photon quantum correlation 29055

SiV C-bulk STED 8972

hBN few layers flakes VBC−
N
83 STED 5085

hBN few layers flakes GSD 62119

hBN monolayer VB
83 SMLM 46129

SiC 4H CAV SMLM 5059

SiC CAV 4H-NPs in cells SMLM 1859
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imaging localization resolution and, if available, the associated
sensitivity. From Table 2, the merits of the various CCs and the
current gaps can be identified. Progress in using CCs in SRM
techniques has been achieved mainly in bulk diamond with the
best resolution and some cases with ND NV centers. The vari-
ability of resolution may be attributed mostly to the material, as
photophysical properties of ND NVs can vary due to the pres-
ence of dopants, other impurities, strain, and surface defects.
While the SiV and H3 centers in diamond are the only other
centers that have so far been used in STED, achieving a lower
resolution than NV. STED microscopy has also been applied
using hBN emitters mainly to investigate the spectroscopy of
the vibronic states of the emitters. Due to the higher stimulated
emission cross-section of the SiV and hBN CCs (see Table 1),
together with bright SiV sub-10-nm NDs, it is expected that
further studies could provide better performance than NV in
specific applications for biological samples with sub-50-nm fea-
tures. However, the SiV in NDs may not provide the opportunity
of quantum sensing as does NV. Quantum sensing using hBN
flakes has not yet been demonstrated, and optical spin read-
out studies in this material are in their infancy. Other CCs in
diamond, such as the germanium vacancy169 or nickel-related
centers34 available from CVD originated NDs, should be inves-
tigated for STED application, even if their properties for SRM
are not yet very well-known due to the difficulty of their mass
production as SP emitters and in NDs. The combination of SRM
with spin control and sensing or magnetic field mapping has
also progressed. Based on the above-outlined studies, it appears
that deterministic methods for achieving super-resolution, such
as STED, GSD, and RESOLFT, can easily enable nanoscale res-
olution ODMR, with GSD and RESOLFT having a better per-
spective due to the lower optical intensities needed. Using the
GS and the MS states, issues related to loss of phase of nearby
spins may be less prominent than in STED, as observed in
SPIN-RESOLFT.115 However, it is expected that using the MS
dark states in RESOLFT could also affect external spin states,
thus limiting the control of nearby NVs. Two NVs at 150 nm
apart were imaged. On the other hand, using a dark state as the
charge state, such as NV0, it has been shown that the nuclear
spin control is still possible.170 ODMR and Rabi oscillation com-
bined with CSD may be a better approach for spin manipulation
with a subdiffraction resolution, as nuclear spin states are pre-
served during ionization and deionization. In CSD-ODMR, only
one NV is subject to microwave control, while the other is in a
different charge state, unlike in STED where all NVs are subject
to microwave control. Using CSD-ODMR and Rabi oscillation,
two NVs separated by 100 nm were spin manipulated.35 The
SMLM’s method to switch off NV can also interfere less in
terms of nearby external spin dephasing as in CSD. ODMR-
SMLM was achieved for magnetic field imaging with subdif-
fraction resolution.47,48 Nanoscale magnetic imaging of 27 nm
was achieved using spin-SMLM,47 and the spin of two NVs
was super-resolved using spin-SMLM with 23-nm resolution.48

However, no Rabi-oscillation or spin-echo has been performed
with SMLM yet. Spin-RESOLFT has enabled up to 20-nm
resolution in mapping magnetic fields and 50-nm in mapping
external nuclear spins. Spin-RESOLFT has achieved a sensi-
tivity of 250 nT∕

ffiffiffiffiffiffi

Hz
p

by sacrificing resolution with longer
doughnut laser beam duration; while it improves resolution,
it reduces the spin contrast. In spin-SMLM,48 a higher sensitivity
(85 nT∕

ffiffiffiffiffiffi

Hz
p

) is achieved with longer dwell time compared
with simple subdiffraction imaging localization without spin

control. In this case, sensitivity increases by increasing the num-
ber of NV centers in an ND. While improving the sensitivity to
achieve nano-MRI, a dynamical decoupling sequence is
applied to shallow NVs using spin-RESOLFT.115 Other super-
resolution methods could also be explored in the future using
CCs, such as the recently developed iso-STED, where adaptive
optics is used to achieve sub-50-nm 3D resolution of structures
in tissue.171 While the bulk diamond NV has provided the high-
est localization and resolution, its resolution in NDs is limited
by the size of the NDs, and, as such, the applicability to bio-
logical samples is limited. Nevertheless, using SMLM, NV−
in NDs could be used for nanoscale imaging and sensing of a
magnetic field in a cellular environment. Other spin quantum-
controlled methods could be used in conjunction with NDs to
increase the applicability of these techniques in resolving bio-
logical samples. The need for improving the quality of NDs is
not only in reducing the size while maintaining the spin and
optical properties required, but also to better control their nitro-
gen doping. Controlling the nitrogen doping in NDs is relevant
for the application of NDs in MS state depletion, GSD,
RESOLFT, and CSD microscopy. In particular, CSD using
ND NV centers has not yet been demonstrated and could be
applied with quantum sensing and a lower optical excitation
power to biological samples. While FNDs are presently not suit-
able to super-resolve nanometric size objects due to their 25-nm
sizes, other nanomaterials such as SiC NPs and hBN flakes
could be better used in the super-resolution of nanometric fea-
tures. However, the application of SRM in SiC NPs is still lim-
ited to only one demonstration in still large particles. In hBN,
the variety of CCs of yet not fully known origin or controlled
fabrication can limit its current applicability to specific biologi-
cal samples investigations; however, SMLM and STED in hBN
have provided an understanding of the chemical properties of
the hBN defects. Both SiC and hBN have the potential to apply
spin nanoscopy methods as for the NV− in diamond. However,
the current CCs used for SMLM and STED have not yet been
studied from the point of view of spin optical read-out and
control in nanomaterials, or they have a very small ODMR
signature, which makes their use in spin nanoscopy currently
difficult. As such, more fundamental studies on these materials’
other CCs are required to determine their full potential in SRM.

Quantum optics methods based on SP emission and second
and higher-order photons correlation measurements have been
recently implemented, and only one demonstration was applied
to the NV in bulk diamond. While these methods based on
their current implementation in colloidal QDs show promise
in speeding up and extending applicability as an example of
SMLM to nonblinking emitters, so far their performances are
limited at the best to a factor of 2 resolution improvement
(≈120 nm) compared with confocal scanning microscopy and
still far from the sub-50-nm resolution of the current state-of-
the-art SMLM. Nevertheless, these methods appear promising
because of the fast occurring technological advances in SP de-
tectors’ time resolution and should be investigated more in the
space of CCs, for example, in hBN, where the concentration of
single emitters and blinking properties are favorable to quan-
tum-enhanced-SMLM. In addition, other quantum light-based
methods172 relying on quantum correlation have improved the
signal-to-noise ratio in a coherent Raman microscope revealing
molecular bonds within a cell, thus providing subdiffraction
resolution. Such a nonlinear microscope enhanced by quantum
correlation may apply to CCs in diamond or other point defects
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imaging. Finally, other CCs in diamond and SiC could be
investigated for super-resolution imaging combinations with
quantum sensing.
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Abstract. Entanglement is one of the most vital properties of quantum mechanical systems, and it forms the
backbone of quantum information technologies. Taking advantage of nano/microfabrication and particularly
complementary metal-oxide-semiconductor manufacturing technologies, photonic integrated circuits (PICs)
have emerged as a versatile platform for the generation, manipulation, and measurement of entangled photonic
states. We summarize the recent progress of quantum entanglement on PICs, starting from the generation of
nonentangled and entangled biphoton states, to the generation of entangled states of multiple photons, multiple
dimensions, and multiple degrees of freedom, as well as their applications for quantum information processing.
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1 Introduction
The famous Einstein–Podolsky–Rosen (EPR) state was origi-
nally proposed1 and later named “entangled state”2 for the de-
bate of the completeness of the quantum mechanical description
of reality. Pioneering experiments of EPR entanglement have
allowed the exclusion of the presence of local hidden variables
by violating the Bell inequality3 and allowed significant Bell
tests with a closure of detection and distance loopholes.4–6

Moreover, entanglement has also become the enabling resource
for quantum information applications in the fields of quantum
communication and networks,7 quantum metrology and imag-
ing,8,9 and quantum computation and simulations.10,11 In all of
the above fundamental investigations and technological devel-
opments, the photon has been in the core position, owing to its
low-noise nature, ease of control, room-temperature operation,
and high-speed transmission.12 For example, the loophole-free
Bell tests were implemented in entangled photonic systems.4–6

The photon is recognized as the inevitable carrier for global-
scale quantum key distribution13 and quantum internet.14

Recently, Boson sampling with photons was used to demonstrate

quantum computational advantages.15 Universal quantum com-
puting with photons is possible with largely entangled cluster
states.16–18 Integrated quantum photonics provides a compact,
reliable, reprogrammable, and scalable platform for the study of
fundamental quantum physics and for the implementation of
profound quantum applications.19 Leveraging mature comple-
mentary metal-oxide-semiconductor (CMOS) fabrication, inte-
grated photonic quantum technology progressed significantly
since its first demonstration in the controlled-NOT logic gate
on silica waveguide circuits in 2008.20 This includes the devel-
opment of advanced material systems,20–32 implementations of
major quantum communication protocols,28,32,33 and proof-of-
principle demonstrations of quantum computation and quantum
simulation algorithms.34–36 We recommend other reviews of
those topics in Refs. 19 and 37.

In this review, we summarize the experimental progress of
on-chip generation, manipulation, and measurement of en-
tangled photonic states on integrated silicon-photonic quantum
chips. In Sec. 2, we introduce the representation of on-chip
quantum states in various degrees of freedom (DoFs) of single
photons. In Sec. 3, we introduce integrated parametric photon-
pair sources (nonentangled photon-pairs). In Sec. 4, we then
focus on various types of photonic entangled states, including
entangled biphoton states and entangled states of multiple
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photons, multiple dimensions, and multiple DoFs. Finally, we
briefly review possible chip-scale applications with entangled
states and discuss future challenges and opportunities.

2 On-Chip Encoding Single-Photon
Quantum States

A photon features a broad spectrum of different DoFs that can
represent the basic units of quantum information, i.e., qubit
αj0i þ βj1i, where α; β are the complex amplitudes. The avail-
able DoFs include position (path), polarization, frequency
(wavelength), and spatial and temporal modes. Notably, the
basic quantum information unit usually is defined in the binary
format as a qubit, but it can be generally defined in the d-nary
format as a qudit 1

ffiffi

d
p

P

d−1
i¼0 cijii, where jii is the logical state in

the i’th mode.
In bulk-optics quantum experiments, the DoF of polarization

has been extensively explored, e.g., in early seminal demon-
strations.38–40 Similar to the bulk-optics realization of polarized
qubits by a birefringent waveplate and polarization beamsplitter
(PBS) on integrated photonic chips, the polarization of photons
can be manipulated by an integrated polarization rotator and PBS
(i.e., birefringent waveguide or structure), which have been well
developed in the silicon-photonics field.41,42 Another commonly
implemented DoF is the location or position information of pho-
tons. On integrated photonic chips, the j0i and j1i logic states
can be well-defined in two modes in two separate optical wave-
guides that are physically phase-stabilized when manipulating
the qubit states. This approach usually refers to path-encoding
or dual-rail encoding in integrated quantum photonics. Path-
encoded qubits can be manipulated by integrated beamsplitters
and optical interferometers with high levels of fidelity, universal-
ity, dense integration, and reprogrammability, and therefore have
been widely adopted in many integrated photonic quantum
experiments.24,43,44 The temporal mode of photons is also one
of the available DoFs. Using fast light modulation or long optical
delays, qubit states in two temporal modes or time bins can be
generated. With the recent development of fast modulator and
low-loss waveguides, time-bin encoded photons may provide
an efficient solution for the implementation of chip-scale quan-
tum key distributions. Moreover, optical waveguides support
high-order eigenmodes, which allows the encoding of qubit
or qudit states in the spatial mode DoF. The recent development
of multimode silicon photonics enables mode-entanglement and
its applications.45,46 Such a mode-encoding state in optical wave-
guides can be reliably operated and transmitted, which is funda-
mentally similar to the case of optical orbital angular momentum
in bulk-optics, where it is reliable.47–50 Discrete frequency bins,
usually existing in optical microresonators, can be in a coherent
superposition state, thus allowing the preparation of qubits or
qudits in the frequency DoF.51 This approach recently has al-
lowed interesting demonstrations of frequency entanglement.52,53

3 Integrated Waveguide Photon-Pair
Sources

High-quality single-photon sources are indispensable in photonic
quantum technologies. An ideal single-photon source has to pro-
duce pure photons with high efficiency, and the photons have to
be identical to those from other independent sources. Parametric
nonlinear-optical sources emit photons nondeterministically,
and they can be integrated into large arrays, in which each owns
high purity, heralding efficiency and indistinguishability. Such

parametric photon sources produce a pair of photons, and the
success of detecting one of them indicates the presence of the
other, referring to heralding single-photon sources. The integra-
tion of parametric nonlinear-optical sources not only provides
the possibility for future multiplexing high-efficiency single-
photon sources54 but also for the generation of different en-
tangled states.

The generation of entangled photons relies on the spontane-
ous parametric down conversion (SPDC) process in χð2Þ materi-
als or the spontaneous four-wave mixing (SFWM) process in
χð3Þ materials. Integrated SPDC photon-pair sources and en-
tangled sources have been demonstrated in periodically poled
lithium niobate,26,27 gallium arsenide,30,31 and aluminum nitride55

waveguides and structures. Here, we focus more on the discus-
sion of third-order silicon-based material systems, such as
silicon-on-insulator and silicon nitride.

The physical laws governing photon-pair generation are the
conservations of momentum and energy. The former usually re-
fers to the phase matching condition for nonlinear-optical proc-
esses. The simplest photon-pair source is the one using straight
waveguides, e.g., silicon waveguides. By optimizing the wave-
guide geometry such as waveguide width, thickness, or etching
depth to engineer group velocity dispersion, photon pairs can
be generated in a wide spectrum through SFWM. This type
of straight waveguide source can be easily and reliably imple-
mented on chip, for example, an array of 16 waveguide sources.43

However, it only reaches high spectral purity at the expense of
losing brightness and heralding efficiency. To achieve both high
purity and heralding efficiency, dual-pump SFWM56,57 and inter-
modal SFWM58 have been proposed. Recently, a multimode
waveguides source based on a dual-mode pump-delayed excita-
tion schemewas demonstrated in silicon, with a spectral purity of
0.9904(6), a mutual indistinguishability of 0.987(2), and >90%
heralding efficiency.59 Another type of integrated photon-pair
source is based on optical microresonators, e.g., microring
and microdisk. For a simple point-coupled ring resonator, the
maximum photon pair generation rate can be achieved at a criti-
cal coupling point, but the heralding efficiency of photon pairs is
bounded by 0.50, implying a trade-off balance.60 At the same
time, the spectral purity relies on the quantity factor, and it shows
a theoretical upper limit of the purity of 0.93.61 An experimental
demonstration of an array of microresonator-based photon-pair
sources was reported with purity of 0.90, heralding efficiency of
0.50, and indistinguishability of 0.90.62 Two approaches are pro-
posed to improve the performance. One is to adopt two delayed
pulsed lights for pumping, in which the pump spectral width can
be increased, and thus the upper limit of purity can be improved
up to 0.999.63 The second is to use a dual-MZI-coupled micro-
ring resonator to independently control the linewidths of the
pump and signal (idler) photons working at different coupling
points,61 and a purity of 0.95 was experimentally obtained.64

A similar scheme has also been experimentally investigated.65

4 Generation, Manipulation, and
Measurement of Entanglement
on Photonic Chips

The generation, manipulation, and measurement of large entan-
glement structure is at the heart of on-chip quantum information
processing. For instance, one-way quantum computing requires
large-scale cluster states to transmit coherent logical operators
along the entanglement structure.16,66 Quantum internet relies on
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the distribution of entanglement between quantum processors at
different locations.14 In this section, we introduce how to entan-
gle photons such as Bell states on quantum photonic chips, and,
in particular, how to generate multi-DoF, multiphoton, and
multidimensional entanglement states.

Integrated photonics is able to engineer multiple DoFs to
encode and process quantum information. The coherent conver-
sion between different DoFs of photons can make use of their
own advantages for implementing different tasks. For example,
path-to-polarization conversion allows the reliable distribution

of entangled states between two separate chips, maintaining co-
herence and robustness both on chip and in optical fibers62,67 [see
Fig. 1(a)]. Coherent conversion of entangled states between
path, polarization, and transverse mode was also reported in
a silicon chip68 [see Fig. 1(b)]. Moreover, simultaneously entan-
gling multiple DoFs of photons, named hyperentanglement,
provides an efficient way to expand the Hilbert space and enrich
applications.69,70 In bulk-optics, three different DoFs (path,
polarization, and orbital angular momentum mode) of six pho-
tons have been simultaneously entangled to deliver an 18-qubit

Fig. 1 On-chip conversion of multiple DoFs and multi-DoF entanglement. (a) Chip-to-chip quan-
tum entanglement distribution by path-polarization interconversion. A pair of entangled photons,
coded in path, were generated on chip A, then one photon was distributed to chip B via two-
dimensional grating couplers, while the other photon remained on chip A. As a result, a two-photon
entangled state jϕþi ¼ 1

ffiffi

2
p ðj00i þ j11iÞ was distributed coherently between two separate chips.

Bell-type violation of S ¼ 2.638� 0.039 showed the strong entanglement between two separate
photons. (b) Quantum entangled state conversion between different DoFs of path, transverse
mode, and polarization. Two photons were coupled into the silicon chip, and then NOON en-
tangled state, 1

ffiffi

2
p ðj2i0j0i1 þ j0i0j2i1Þ coded in path, was generated by an interference. With a

mode multiplexer, the entangled state coded in path was first converted into a transverse wave-
guide mode TE0∕TE1. Then, the quantum information was converted back to the path by a mode
demultiplexer or to polarization by a PBS. Two-photon interference and Hong–Ou–Mandel effect
measurements show the preservation of quantum coherence during the conversion between dif-
ferent DoFs. (c) Four-qubit hyperentanglement cluster state by entangling the path and polariza-
tion simultaneously. Quantum state tomography and genuine multipartite entanglement witness
were analyzed to ensure high fidelity of the prepared four-qubit cluster state. Based on the model
of one-way quantum computing, Grover’s search algorithm was performed, where the average
success rate of the algorithm was 0.960� 0.007. (d) Two photon 4-qutrit hyperentangled cluster
state. Three-level time-bin entangled state with three frequency modes jψH i was created on a
micro-ring resonator. Then, hyperentanglement of time-frequency jψC i was realized by a con-
trolled phase gate (composed of fiber Bragg mirrors and an electro-optical phase modulator).
Basic high-dimensional one way quantum computing operators were tested. Panels reproduced
from: (a) Ref. 67, Optica; (b) Ref. 68, Springer Nature; (c) Ref. 34, Springer Nature; and (d) Ref. 72,
Springer Nature.
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entangled state.71 The first on-chip demonstration of hyper-
entanglement was implemented on silica waveguide circuits
fabricated by laser writing techniques34 [see Fig. 1(c)]. Path and
polarization DoFs were adopted to prepare a four-qubit cluster
state, which then was used to process the Grover’s search algo-
rithm in the one-way model. A four-qutrit cluster state with
hyperentanglement of frequency and time bins was created in
a micoring resonator together with fiber optics72 [see Fig. 1(d)].

A multiphoton (three-photon) Greenberger–Horne–Zeilinger
(GHZ) entangled state was proposed and experimentally dem-
onstrated in 1997 with strong incompatibility to local realism,73

and it then became a key resource for quantum computing74

and communication.75 In a bulk-optics system, to date, an up
to 12-photon GHZ entangled state has been reported.76 In pho-
tonic chips, the number of GHZ entangled photons has been
limited to 4 to date,62,77 due to a far less-optimized photon source
and relatively high loss of the chip. Multiphoton quantum

interference or multiphoton nonentangled states have been pre-
pared on chip.78–81 The first on-chip demonstrations of four-
photon GHZ entanglement were reported on two silicon chips,
one enabled to be reconfigured to generate both the GHZ state
and graph state77 [see Fig. 2(b)], and the other chip with micro-
ring resonant sources to create and verify genuine GHZ entan-
glement and teleportation62 [see Fig. 2(a)]. Recently, four-
photon eight-qubit graph entangled states were generated on
a silicon photonic chip by remapping the qudit state into
qubits.82 It was reconfigured to implement the one-way quantum
computing model and to implement error-corrected qubits
[see Fig. 2(c)].

Going beyond the two-level qubit systems, multilevel quan-
tum dit (qudit) systems offer unique properties and new
capacities.83 It not only leads to the expansion of Hilbert space,
but brings in new physics and applications, such as stronger Bell
violation,84 noise-robustness in quantum communication,85 and

Fig. 2 On-chip generation of multiphoton entanglement. (a) Generation of four-photon four-qubit
genuine GHZ entangled states on a silicon photonic chip. Two photon-pairs with high purity and
indistinguishability were produced by an array of microring resonators. Then, a reconfigurable
fusion entangling operator was performed on two indistinguishable photons, generating the genu-
ine four-photon GHZ entangled state. Entanglement witness confirmed the genuine multiphoton
entanglement. (b) Generation of four-photon four-qubit cluster states on a silicon photonic chip.
An entangling gate could be tuned to perform either a fusion operator or controlled-Z operator, by
which the linear- and star-cluster states were created. Thanks to the highly reconfigurable pho-
tonics chip, all types of four-photon graph states were prepared. Nonlocality of the multiphoton
state was verified by the Mermin test. (c) Generation of four-photon eight-qubit graph states on
a silicon photonic chip, in which each of the four-dimensional qudits was remapped into two qubits.
High-dimensional entangling gates were ultilized to generate four-photon four-dimensional entan-
glement from two pairs of two-photon four-dimensional entangled states. Error-corrected qubits
were used to implement quantum computational algorithms. When running the phase-estimation
algorithm with error protection, the success rate would raise from 62.5% to 95.8%. Panels repro-
duced from: (a) Ref. 62, Springer Nature; (b) Ref. 77, Springer Nature; and (c) Ref. 82, Springer
Nature.
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high efficiency in quantum computing.86 Photonics naturally
allows the preparation of multidimensional entanglement in
various DoFs. Utilizing an integrated microring, multidimen-
sional entangled states with a 10 frequency-bin have been
demonstrated [see Fig. 3(a)],51 in which arbitrary operation is
performed by telecommunication fiber optical components.
Qudit states encoded in multiple paths can be arbitrarily and
reconfigurably manipulated by integrated quantum photonic
circuits.87,88 A 15-dimensional entangled state has been demon-
strated on a large-scale silicon chip,43 allowing the generation,
manipulation, and measurement of entanglement [see Fig. 3(b)].
Genuine multidimensional entanglement was verified by quan-
tum state tomography and experimental violation of generalized
Bell inequality and steering inequality. A three-dimensional en-
tangled state was obtained by a similar method.89 In addition,
generalized multipath wave-particle duality, multipath coher-
ence, and multimode quantizations were confirmed on a large-
scale integrated quantum chip, providing the basics for multi-
dimensional quantum technologies [see Fig. 3(c)].90

5 Outlook and Conclusion
Generation and control of entanglement with integrated quan-
tum photonics could enable profound applications in quantum
communication, computing, and simulations. The first chip-to-

chip entanglement distribution67 and quantum teleportation62

were demonstrated between two programmable photonic chips.
The path-polarization conversion technique was invented to en-
sure the stability and coherence of the chip-to-chip system.
Integrated optics may lead to low-cost, compact, fast, and port-
able chip-scale quantum communication chips. Integrated
quantum photonics could provide a reliable, programmable,
and scalable system to generate largely entangled cluster states,
which is the key for the implementation of measurement-based
quantum computing.34,77 Four-photon four-qubit GHZ states62

and cluster states77 have been generated on silicon photonic chips.
Two-photon four-qubit cluster states34 and four-photon eight-
qubit graph states82 have been demonstrated on photonic chips.
Such controllable quantum devices may find near-term applica-
tions in the simulations of complex physical and chemical sys-
tems. For example, phase estimation,91 variational eigenvalue
solver,92 and their combined algorithm35 were demonstrated to
calculate the ground state energy of molecules. Together with
machine learning techniques, integrated photonic chips could
be adopted to validate the Hamiltonian model and verify the sim-
ulating device.36

The functionality and capability of integrated quantum pho-
tonics rely on the ability to generate, control, and analyze
complex entanglement. It thus requires further and continuous

Fig. 3 On-chip generation of multidimensional entanglement. (a) Generation of frequency-bin
encoded multidimensional entangled state. An integrated microring resonator was used to
produce a pair of frequency-entangled photons with up to 10-dimensions. High-dimensional gate
operations in the frequency domain were executed on qudits, demonstrating qudit two-photon
interference and qudit tomography. (b) Generation of path-encoded multidimensional entangle-
ment on a large-scale programmable silicon-photonic chip, where 16 identical SFWM single-
photon sources and qudit operation/analyzing networks were all integrated monolithically. Each
single-photon source would generate a pair of highly indistinguishable photons. By this means,
this chip can create, control, and measure 15 × 15 entangled states. Genuine multidimensional
entanglement was verified by quantum state tomography, and experimental violation of general-
ized Bell inequality and steering inequality. (c) Multipath wave-particle duality experiment on a
large-scale silicon chip. The state-process entanglement technique was adopted to implement
the quantum-controlled generalized Hadamard operations. The process (wave/particle) of the
target photon going through would be coherently controlled by the state of the control photon.
The generalized multipath wave-particle duality was demonstrated qualitatively and quantitatively.
Panels reproduced from: (a) Ref. 51, Springer Nature; (b) Ref. 43, AAAS; and (c) Ref. 90, Springer
Nature.
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development of on-chip multi-DoF entanglement with many
different DoFs, multiphoton entanglement with a large number
of single photons, and multidimensional entanglement with a
large number of spatial modes.

Thanks to a mature silicon-on-insulator CMOS fabrication
process,93 a large quantity of quantum photonic components can
be integrated monolithically on a single silicon chip.43,44,90,94

Meanwhile, CMOS-compatible platforms based on other mate-
rial systems, like silicon nitride and high-index doped silica,95

are also explored widely to make use of their intrinsic optical
properties. The negligible two-photon absorption gives silicon
nitride a huge advantage over silicon, while the intrinsic ultra-
low loss makes silica a strong candidate for next generation of
integrated quantum photonics platform. Lithium niobate96 is the
first choice for ultra-fast on-chip modulators. The key technical
challenge is how to integrate various materials monolithically
on a single chip by means of hybrid integration. An integrated
chip with multiple superior performances may become the next
development direction of integrated photonics quantum tech-
nology.
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Abstract.We predict theoretically a regime of photon-pair generation driven by the interplay of multiple bound
states in the continuum resonances in nonlinear metasurfaces. This nondegenerate photon-pair generation is
derived from the hyperbolic topology of the transverse phase matching and can enable orders-of-magnitude
enhancement of the photon rate and spectral brightness, as compared to the degenerate regime. We show
through comprehensive simulations that the entanglement of the photon pairs can be tuned by varying the
pump polarization, which can underpin future advances and applications of ultracompact quantum light
sources.
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1 Introduction
Metasurfaces (MSs) offer an ultracompact and versatile plat-
form for enhancing nonlinear optical processes, including
harmonic generation and frequency mixing.1,2 To realize such
nonlinear interactions in bulk crystals and waveguides, one re-
quires extended propagation distances, but in MSs a strong en-
hancement of light–matter interactions can be achieved with
subwavelength thicknesses through the excitation of high-qual-
ity factor optical resonances. Notably, this can be facilitated by
designing Bound State in the Continuum (BIC) resonances,3–7

which support a high confinement of the optical field within
the nonlinear material.8–10

In addition to classical frequency mixing, nonlinear MSs can
also, through Spontaneous Parametric Down-Conversion (SPDC),
generate entangled photons with a strong degree of spatial
coherence.11 SPDC in carefully engineered MSs has the poten-
tial to drive fundamental advances in the field of ultracompact

multi-photon sources12 that operate at room temperature,
which are suitable for integration in end-user devices with
applications that include quantum imaging13 and free-space
communications.14 Traditionally, SPDC is performed in bulk
nonlinear crystals with dimensions up to centimeters in length,
while integrated waveguides have enabled a reduction of the
footprint to millimeter15 and down to 100 μm length scales.16

At the subwavelength scale, generation of photon pairs was
reported experimentally from a single AlGaAs nanoresonator17

and lithium niobate MSs,18 and studies were also conducted on
monolayers of MoS2,

19 carbon nanotubes,20 and directional
emission from nanoresonators.21

Importantly, SPDC in ultrathin nonlinear layers22–24 can give
rise to strong spatial correlations and allow quantum state en-
gineering without the constraints of longitudinal phase match-
ing. It has been proposed that a so-called “accidental” BIC at the
pump frequency can increase the photon rate at a single nano-
resonator,25 while a photonic crystal slab with a BIC resonance
can enhance SPDC in a monolayer ofWS2,

26 although the theo-
retically estimated rate was still much lower than with conven-
tional sources. There is now strong interest in new concepts and
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practical approaches for even stronger enhancement of the
brightness of SPDC photon-pair generation in subwavelength
scale structures.

In this theoretical paper, we present a general approach for
orders-of-magnitude enhancement of the photon-pair generation
rate and spectral brightness in nonlinear MSs. We reveal, for
the first time, to the best of our knowledge, that nondegenerate
SPDC efficiency can be dramatically increased when the signal
and idler photons are supported by BIC resonances at different
frequencies. We demonstrate how these features can be realized
in practice by engineering the symmetry of the MS to deliver
a projected spectral brightness five orders of magnitude higher
than for an unpatterned film. Our results are fundamentally
different from the recently demonstrated SPDC generation using
linear MS-lenses that engineer the quantum state by focusing the
pump at multiple spots in a bulk crystal.27

2 Principles and Methods
We demonstrate that a MS with reduced global rotational sym-
metry allows much greater flexibility in tailoring the dispersion
from several BICs, in which the signal and idler photons are
generated. Consequently, we can control the form of the trans-
verse phase matching for SPDC according to the energy and
momentum conservation, as illustrated in Fig. 1(a):

kp;⊥ ¼ ks;⊥ þ ki;⊥; (1)

ωpðkp;⊥Þ ¼ ωsðks;⊥Þ þ ωiðki;⊥Þ; (2)

where the indices refer to pump (p), signal (s), and idler (i) pho-
tons with the corresponding frequencies ω. The wave-vectors k
define the propagation directions in free space, and ⊥ indicates
the transverse components in the plane of the MS. We note that
the photon polarization weakly affects phase matching (see Sec.
S6 in the Supplementary Material).

We focus on a MS with D2h symmetry and outline other pos-
sibilities in Sec. S2 in the Supplementary Material. According
to our concept, we designed a MS composed of a square array
of cylinders with two holes, or ghost oligomers, inserted to re-
move the 90-deg rotational symmetry [Fig. 1(b)]. This structure
supports multiple extended photonic-crystal-like BICs,3 where
the field localization arises from a mismatch between the
symmetry of the collective modes and the available radiation
channels.

We consider resonators made of Al0.18Ga0.82As, which pos-
sess strong quadratic nonlinearity and can be manufactured with
established procedures. We chose a (111) crystal orientation, as
it provides the best off-BIC conversion efficiency in the normal
propagation direction (see Sec. S3 in the Supplementary
Material) and hence gives a better measure of the enhancement
due to the BIC. In our modeling, we have omitted a substrate
to focus on the generic features (see Sec. S1 in the
Supplementary Material for details on the simulation methods).
Adding a substrate will convert the BICs to quasi-BICs, due to
the up/down asymmetry introduced. But as we discuss in the
following, the photon generation is associated with quasi-
BICs formed by off-normal angles, thus confirming that the
ideal BICs with formally infinite quality factors are not required.

Fig. 1 The MS and its modes. (a) Diagram of transverse phase matching. (b) MS design and the
coordinate axes: θ is the polar and ϕ the azimuthal angle. (c) BIC wavelengths versus the gap
between the two holes. (d) The dispersion for two quasi-BICs: (α) lower and (β) upper surfaces.
Dotted white lines: two-BIC phase matching for λp ¼ 774.22 nm. (e), (f) Fields jEj of the two BICs.
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We therefore conclude that a strong enhancement will still be
achieved when a substrate is present. Our general approach
can also be applied to MSs made of different nonlinear materi-
als, including lithium niobate, where efficient classical fre-
quency conversion has been demonstrated.28–30

An important feature of BICs is that changes in the dimen-
sions of the meta-atoms will not destroy a photonic-crystal
like BIC so long as the relevant symmetry is maintained. This
enables simultaneous tuning of the resonant frequencies for
several BICs by adjusting the design parameters, such as the
separation between the hole pairs, as shown in Fig. 1(c). By
shifting the position of the holes, the proportion of the electric
field within these two low refractive index regions changes,
which in turn changes the energy of the modes. The way in
which each mode is affected depends on the profile of the mode
over the region through which the holes move. Similar config-
urability is found with the other dimensions of the meta-atoms.
This tunability offers an important advantage with SPDC gen-
eration when compared to using so-called accidental BICs31 in
individual nanoresonators, which only appear at very specific
resonator dimensions.

The dispersion of the two BICs studied in this paper is shown
in Fig. 1(d), which, importantly, have opposite dispersion. Their
mode profiles are shown in Figs. 1(e) and 1(f), where the fields
are normalized to the peak value inside the resonator for each
BIC. They are also marked α and β in Fig. 1(c), where the dotted
line shows the value of the gap used in the two-BIC study. The
single BIC study uses BIC α [Fig. 1(e)] with a gap of 52 nm,
which gives a good separation from the other BICs.

3 Results

3.1 Single BIC

As a first study, we present an analysis of SPDC with the signal
and idler photons being generated at a single BIC. We calcu-
lated the SPDC generation rate via the quantum-classical
correspondence between SPDC and sum frequency generation
(SFG),11,17,32,33 which is exact in the absence of other nonlinear
effects. We performed full SFG numerical simulations and used
these results to predict the efficiency of quantum photon-pair
generation through SPDC:

ΞSPDC ¼ 1

ð2πÞ3
λ2p

λBICs λBICi

ΦSFG

ΦsΦi
; (3)

where ΦSFG is the zeroth order far-field SFG intensity, and Φs
and Φi are the incident signal and idler intensities. For SPDC
calculations, we take the small angle approximation, where in
the far-field the z component is zero, so the jHi and jVi nota-
tions indicate the polarization primarily along the x and y axes,
respectively. The solid line in Fig. 2(a) shows the results of such
modeling.

We then confirmed that the SPDC generation is approxi-
mately proportional to the product of the maximum intensity
of the signal and idler electric fields inside the resonator. We
present a typical dependence of this quantity near a BIC reso-
nance, obtained from linear simulations, with the dashed line in
Fig. 2(a), where there is a slightly off-normal signal and idler
(θs ¼ 0.2 deg), and the pump wavelength is λp ¼ 775 nm.
We can see that the shapes of solid and dashed lines match
closely. This is a physically important observation, as it means

that the designed MS optimally translates the BIC enhancement
of the signal and idler to a corresponding increase of SPDC.

We conducted studies of the intensity enhancement for
different angles of θs and ϕs. The simulated intensities are
fitted to a Lorentzian function Lðω; kÞ (see Sec. S5 in the
Supplementary Material), and, from this fitted function, we
calculate

ΞSPDC ¼ 1

ð2πÞ3
λ2p

λBICs λBICi

X

jHHi;jHVi;
jVHi;jVVi

Ξ0Lðωs;ksÞLðωp −ωs;kp − ksÞ;

(4)

where Ξ0 is the ratio of the SFG zeroth diffraction order far-field
intensity to the product of the maximum signal and idler inten-
sities inside the resonator (see Sec. S4 in the Supplementary
Material). The sum is taken over all polarization combinations
of horizontal (jHi) and vertical (jVi) for the signal and idler,
which forms the polarization basis for our wavefunction. The
total photon pair generation rate across all angles and wave-
lengths can then be calculated via

1

AtotΦp

dNpair

dt
¼

ZZZ

ΞSPDCdωs dks;x dks;y; (5)

where Atot is the total sample area, and Φp is the incident pump
intensity.

Fig. 2 SPDC at a single BIC. (a) Solid line: the generation rate for
a horizontally polarized, normally incident pump, jHHi signal and
idler state, ϕ ¼ 79 deg and θs ¼ 0.2 deg for the signal, opposite
angle for the idler. Dashed line: the product of the maximum in-
tensity inside the resonator of the signal and idler fields. (b) Solid
line: generation rate versus the pump wavelength. The red dot
marks the wavelength used in (d) and Fig. 4. Dashed: ky at phase
matching when kx ¼ 0. (c), (d) Generation rate in k -space for
(c) phase matching at the Γ point and (d) for λp ¼ 774.43 nm.
White dashed line: phase matching condition; black dashed line:
the path of constant θs in Fig. 4(a).
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If we only integrate Eq. (5) over frequency, then we will ob-
tain the pair-rate as a function of the signal wavevector, as seen
in Figs. 2(c) and 2(d). Figure 2(c) has a pump wavelength at
which the transverse phase matching condition occurs at the
Γ point, and Fig. 2(d) has λp ¼ 774.43 nm, which was chosen
for illustrative purposes. Note that the pair-rate falls off near the
Γ point, as symmetry protected BICs have singularities at the
Γ point. We therefore only see enhancement in the off-Γ, quasi-
BIC regime. In Fig. 2(d), the dashed white line shows the angle
in k-space at which the transverse phase matching condition
occurs, which matches the peak in generation as expected.

By then integrating over k-space, we obtain the total photon-
pair generation rate as a function of the pump wavelength, as
shown with a solid line in Fig. 2(b). Notably, the peak does
not occur at the Γ point but just beyond it, as can be seen by
comparing this plot with the dashed line showing the value of
ky at the transverse phase matching condition when kx ¼ 0.
This, again, is due to the singularity at the Γ point. We calculate
the theoretical peak brightness of this quasi-BIC to be
110 Hz ·mW−1 · nm−1 over a 1.3-nm bandwidth, which is
2 × 103 that of simulations of an unpatterned nonlinear film.

3.2 Two BICs

Next, we studied the case where the signal and idler are gener-
ated at two different BICs. The most distinguishing feature here
is the occurrence of hyperbolic transverse phase matching, as
shown in Fig. 3(a), calculated according to the right-hand side
of Eq. (2) for the normally incident pump with kp;⊥ ¼ 0. The

condition for the pump wavelength of λp ¼ 774.22 nm is shown
by the dotted white line in Figs. 1(d), 3(a), and 3(d).

For the two-BIC case, in Fig. 3(c), we show the angular
dependence in k-space of the photon-pair generation when
transverse phase matching occurs at the Γ point, and, in Fig. 3(d),
the case in which λp ¼ 774.22 nm. As before, there is a peak in
generation at the transverse phase matching condition (dashed
white line). In Fig. 3(b), we see that the photon-pair generation
rate is almost two orders of magnitude higher than for the single
BIC case in Fig. 2(b). A factor of 6 of the enhancement can be
attributed to different mode profiles and their overlap (see Sec.
S4 in the Supplementary Material). Importantly, an order-of-
magnitude increase is due to hyperbolic phase matching,
whereby SPDC enhancement occurs for a much broader range
of transverse photon wavevectors, in contrast to the single BIC
case with elliptical phase matching only allowing a small range
of wavevectors close to the Γ point. We calculated the theoreti-
cal peak brightness to be 4900 Hz ·mW−1 · nm−1 over a 1.2-nm
bandwidth, which is 105 that of simulations for an unpatterned
nonlinear film. Such predicted brightness enhancement is also
much stronger than for MSs based on Mie-like resonances.18

3.3 Entanglement

We determined the polarization entanglement of the generated
signal and idler by performing a Schmidt decomposition (see
Sec. S7 in the Supplementary Material), where the Schmidt
number K ¼ 1 indicates no entanglement and K ¼ 2 maximum
entanglement. In Fig. 4(a), we show that for the single BIC case
the entanglement peaks at K ¼ 2 when the azimuthal angle of
the signal-photon emission is ϕs ¼ 77 deg, and the pump is
horizontally polarized. The maximally entangled signal and

Fig. 4 Entanglement of the signal and idler photons generated
from: (a), (b) a single BIC with λp ¼ 774.43 nm; (c), (d) two differ-
ent BICs with λp ¼ 774.2165 nm. (a), (c) Schmidt number versus
the photon angle. (b) Schmidt decomposition of the wavefunction
plotted on the Poincaré sphere for the red dot in (a). (d) Schmidt
number versus the pump polarization and photon angle.

Fig. 3 Nondegenerate signal and idler at different BICs.
(a) Transverse phase matching condition according to Eq. (2).
The dotted white line corresponds to λp ¼ 774.22 nm. (b) Solid
line: generation rate versus the pump wavelength. The red circle
is the integration of (d). Dashed line: ky at transverse phase
matching when kx ¼ 0. (c), (d) Generation rate in k -space at
(c) phase matching at the Γ point (λp ¼ 774.2165 nm) and
(d) λp ¼ 774.22 nm. White dashed line: phase matching condi-
tion; black dashed line: the path of constant θs in Fig. 4(c).
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idler pair states fju1i; jv1ig or fju2i; jv2ig are visualized in
Fig. 4(b). For the two-BIC case, we can switch from full to
no entanglement by changing the linear polarization of the
pump [see Figs. 4(c) and 4(d)].

4 Discussion
The two elliptic paraboloids in Fig. 1(d) can only sum to
a hyperbolic paraboloid because the MS lacks π∕2 in-plane
rotational symmetry. The D2h symmetry of the MS means that
the BICs must have an elliptic paraboloid dispersion near the
ω point, as that matches the rotation and mirror symmetries
of the MS. In our case, kx and ky are the major and minor axes,
but a set of axes can always be chosen such that the dispersion is
of the form

ωðk⊥Þ ¼ ζ

�

k2x
a2

þ k2y
b2

�

þ ω0; (6)

where ζ ¼ �1. The transverse phase matching condition, for
a pump with normal incidence, is thus given by

ωpðkp;⊥ ¼ 0Þ ¼ ωsðks;⊥Þ þ ωiðki;⊥ ¼ −ks;⊥Þ
¼ k2s;x

�

ζs
a2s

þ ζi
a2i

�

þ k2s;y

�

ζs
b2s

þ ζi
b2i

�

þ ωs;0 þ ωi;0

¼ ζx
k2s;x
a2p

þ ζy
k2s;y
b2p

þ ωp;0; (7)

which can be either an elliptic or hyperbolic paraboloid, with the
latter enabling enhanced photon-pair generation, as discussed
above. In contrast, for an MS with D4h symmetry (such as
a slab with a square array of single holes), ζx ≡ ζy and
ap ≡ bp, which excludes a hyperbolic type of transverse phase
matching.

We note that the symmetry properties enabling hyperbolic
transverse phase matching will also hold when taking into ac-
count a MS substrate, as the presence of a substrate will convert
the BICs at the Γ point into quasi-BICs, and the dominant
emission of the photon pairs occurs in the off Γ (off-normal)
direction in the quasi-BIC regime in any case, as shown in
Figs. 2 and 3. These results suggest that strong SPDC enhance-
ment will still persist in the presence of a substrate.

The influence of experimental imperfections on the other
hand depends on their type. If the dimensions of the nanostruc-
tures, for example, the hole sizes, are varied equally in the whole
MS, then the BIC states will remain, and the SPDC enhance-
ment will be preserved, usually at slightly shifted wavelengths
similar to the dependencies shown in Fig. 1(c). On the other
hand, the random deviations in individual unit cells that
effectively break the periodicity could lead to significant
deterioration of the quality-factors, since the extended BIC
states are based on resonances across multiple nanoresonators.
Accordingly, for the best SPDC enhancement, it would be
most important to maintain consistent periodic nanopatterning
over the whole spatial extent of the MS. Additionally, the MS
dimensions should be sufficiently large, with tens or hundreds
of periods in each spatial direction, to avoid limitations on the
resonance Q factor.6,34 These conditions can be achieved with
the state-of-the-art nanofabrication facilities. For example, ultra-
high Q factors of over 10,000 in dielectric MSs were reported
for extended BICs.6

5 Conclusion
We have developed a method of enhanced photon-pair genera-
tion via symmetry protected BICs in nonlinear MSs, which are
designed to realize a hyperbolic transverse phase matching con-
dition. In terms of the brightness of the photon pair-generation,
our nanoscale platform provides five orders of magnitude im-
provement over unpatterned films. Additional benefits are the
tunability of the photon wavelengths and the degree of polari-
zation entanglement. We anticipate that these predictions can
stimulate significant experimental advances in miniaturized
quantum light sources based on ultrathin nonlinear MSs for
fundamental research and applications.
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Abstract. Integrated photonics provides a route to both miniaturization of quantum key distribution (QKD)
devices and enhancing their performance. A key element for achieving discrete-variable QKD is a single-
photon detector. It is highly desirable to integrate detectors onto a photonic chip to enable the realization
of practical and scalable quantum networks. We realize a heterogeneously integrated, superconducting
silicon-photonic chip. Harnessing the unique high-speed feature of our optical waveguide-integrated
superconducting detector, we perform the first optimal Bell-state measurement (BSM) of time-bin encoded
qubits generated from two independent lasers. The optimal BSM enables an increased key rate of
measurement-device-independent QKD (MDI-QKD), which is immune to all attacks against the detection
system and hence provides the basis for a QKD network with untrusted relays. Together with the time-
multiplexed technique, we have enhanced the sifted key rate by almost one order of magnitude. With a
125-MHz clock rate, we obtain a secure key rate of 6.166 kbps over 24.0 dB loss, which is comparable to
the state-of-the-art MDI-QKD experimental results with a GHz clock rate. Combined with integrated QKD
transmitters, a scalable, chip-based, and cost-effective QKD network should become realizable in the near
future.
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1 Introduction
Quantum key distribution (QKD) employs the laws of quantum
physics to provide information-theoretical security for key
exchange.1–5 Despite the substantial progress in the past 35
years, practical implementations of QKD still deviate from ideal
descriptions in security proofs, mainly due to potential side-
channel attacks. For instance, a series of loopholes have been

identified due to the imperfections of measurement devices.6–9

Inspired by the time-reversed entanglement-based QKD,
measurement-device-independent QKD (MDI-QKD), which re-
moves all detector side attacks, has been proposed.10,11 Instead
of relying on the trusted nodes of traditional QKD protocols,
MDI-QKD requires only a central node (Charlie) to perform
a Bell-state measurement (BSM). The correlations between the
two senders (Alice and Bob) can be obtained from the BSM
results. Importantly, even if Charlie is not trusted, one can still
guarantee the security of the MDI-QKD as long as Charlie
can project his two photons onto Bell states. The outstanding
features of MDI-QKD invite global experimental efforts, which
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are mainly based on bulk/fiber components.12–20 Despite the ad-
ditional BSM by Charlie, the key rate17 and the communication
distance18 of MDI-QKD can be comparable with those of
traditional QKD. Furthermore, the star-like topology of the
MDI-QKD quantum network is naturally suited for the metro-
politan network with multiple users.21–23 Recently, the generali-
zation of the MDI protocol to multipartite schemes has been
investigated.24–26 It has been shown that the performance of the
multipartite schemes can be advantageous to iterative use of
independent bipartite protocols.26

From the perspectives of hardware, recent developments in-
volve particular integrated photonic devices for QKD, including
on-chip encoders based on silicon modulators,27–31 on-chip
transmitters including lasers, photodiodes, modulators based on
indium phosphide,32,33 and decoders based on silicon oxynitride34

and silicon dioxide,35 as well as integrated silicon-photonic
chips for continuous-variable (CV) QKD.36,37 The notion of
MDI has also been extended to CV protocols38 and can be ap-
plied for multipartite metropolitan networks with a considerable
rate.39 Most of the components used in QKD, including lasers,
modulators, and passive components [such as beam splitters
(BSs) and attenuators] are widely used in classical optical com-
munication systems and are not specifically designed for QKD.
In addition, single-photon detectors are indispensable for discrete-
variable QKD systems, because the senders’ pulses have to have a
mean photon number of <1 to guarantee communication security.
So far, a single-photon detector integrated chip platform has not
been employed in an MDI-QKD system. In this work, we report
the realization of a heterogeneously integrated, superconducting
silicon-photonic chip, and its application for MDI-QKD.

2 Schematic of a Time-Multiplexed
MDI-QKD

We use time-bin qubits to encode bit information, which are
well suited for fiber-based quantum communication due to
their immunity to random polarization rotations in fibers. The
conceptual scheme of our experiment is shown in Fig. 1(a).
Alice and Bob encode keys with time-bin qubits using

modulated weak coherent pulse sets. In Pauli Z-basis, the
time-bins are encoded as the early jei and the late jli for bit
values of 0 and 1, respectively. The temporal separation between
jei and jli is Δt. In Pauli X-basis, the keys are encoded as the
coherent superposition states between jei and jli: jþi ¼ ðjei þ
jliÞ∕ ffiffiffi

2
p

and j−i ¼ ðjei − jliÞ∕ ffiffiffi

2
p

, representing bit values of
0 and 1, respectively. The Z-basis code is used for key exchange,
and the X-basis code is for error detection. These encoded time-
bin qubits are then sent to Charlie, who performs the BSM on
the incoming time-bin qubits using a BS and two single-photon
detectors (D1 and D2).

10,11 Using linear optical elements, the
success probability of BSM is bounded by 50%.40 For projective
measurements, optimal BSM corresponds to distinguish two out
of four Bell states. Although time-bin qubits are well suited for
fiber-based quantum communication, optimal BSM for time-bin
qubits has yet to be realized. The bottleneck so far has been the
lack of high-speed single-photon detectors.33,41,42 The BSM
scheme for time-bin qubits is shown in the inset of Fig. 1(a).
The coincidence counts between two different detectors at
different time bins correspond to coincidence counts between
jeiD1

(D1 detects a photon at an early bin, red) and jliD2
(D2

detects a photon at a late bin, red), or coincidence counts be-
tween jliD1

and jeiD2
. Such coincidence detection projects two

photons onto jΨ−i ¼ ðjeli − jleiÞ∕ ffiffiffi

2
p

, which is the common
scenario realized in most of the time-bin BSM schemes.14,33,42

In order to achieve optimal BSM, we also need to detect jΨþi ¼
ðjeli þ jleiÞ∕ ffiffiffi

2
p

by measuring the coincidence counts of one
detector at different time bins, corresponding to the coincidence
detection between jeiD1

and jliD1
, or jeiD2

and jliD2
. This par-

ticular BSM requires high-speed single-photon detection, able
to detect consecutive photons separated by Δt. The unique de-
sign of the waveguide-integrated superconducting nanowire
single-photon detector (SNSPD) provides a short recovery time
(<10 ns) for single-photon detection, enabling us to perform
time-bin-encoded optimal BSM between two independent lasers
for the first time. Note that if we only use one set of time-bin
qubits, the system repetition rate will be limited to 1∕ð2ΔtÞ.

(a) (b)

relay chip
Untrusted

Fig. 1 Schematic of a time-multiplexed MDI-QKD and a star-like MDI-QKD network.
(a) Schematic of a time-multiplexed MDI-QKD with optimal BSM. Alice and Bob send time-bin
encoded qubits to Charlie for exchanging keys. By detecting the coincidence (red) between the
early (e) and late (l ) pulses with two detectors (D1 andD2), or with one detector (D1 orD2). Charlie
projects two incoming photons onto jΨ−i or jΨþi to facilitate the key exchanges between Alice and
Bob. The full-recovery time of the single-photon detector sets the lower limit of the temporal
separation (Δt) between e and l pulses for realizing optimal BSM. We insert ISBs between
e and l for realizing time-multiplexing and hence increase the key rate by reducing the bin
separation from Δt to τR . (b) A star-like MDI-QKD network with the untrusted relay server. A series
of Alice (A1;A2;…;An) and Bob (B1;B2;…;Bn) prepare modulated weak coherent pulses and
send to the routers. Two routers select a pair of Alice and Bob and send their pulses to an
untrusted relay server controlled by Charlie.
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In order to maximize the channel efficiency, we use time-
multiplexed encoding to insert independent sets of bins
(ISBA

2 ;…; ISBA
n and ISBB

2 ;…; ISBB
n ) between the jei and jli

bins of ISBA
1 and ISB

B
1 . Therefore, the system repetition rate will

be greatly increased to 1∕ð2τRÞ, where τR is the time difference
between t1 and t2. By harnessing the optimal BSM and time-
multiplexing, the key rate generation is enhanced by an order of
magnitude compared to the system without using these two
techniques. Consequently, our key rate is comparable to the
state-of-the-art MDI-QKD experimental results with a GHz
clock rate, as detailed later.

3 Integrated Relay Server for MDI-QKD
Based on Superconducting Silicon
Photonics

Our heterogeneously integrated, superconducting silicon-
photonic platform provides a server architecture for realizing
a multiple-user trust-node-free quantum network with a fully con-
nected bipartite-graph topology. As shown in Fig. 1(b), modulated
weak coherent pulses are prepared by Alices (A1; A2;…; An)
and Bobs (B1; B2;…; Bn) and are sent to the routers. Two

routers select the pair of the communicating Alice and Bob
and send their pulses to an untrusted relay server controlled
by Charlie. At Charlie’s station, a chip with multiple low-
dead-time,43 low-timing-jitter,44 and high-efficiency detectors
in conjunction with low-loss silicon photonics45 is used to real-
ize the BSM. This configuration allows any user at Alice’s side
to communicate with any user at Bob’s side and hence to realize
a fully connected bipartite quantum network.

The schematic of our experimental setup is shown in
Fig. 2(a). Alice (Bob) chops the CW laser operated at about
1536.47 nm into the desired pulse sequences. The pulse is about
370 ps wide and separated by 12 ns at a rate of 41.7 MHz rate
(1/24 ns). Z-basis (X-basis) states are generated by chopping the
laser into jei or (and) jli states with intensity modulators (IMs).
The average photon numbers per pulse in the two bases are
about the same. The resulting pulses are sent into a phase modu-
lator (PM) with (without) π-phase shift for the generation of
j−i (jþi) states. The electrical signals applied to the modulators
are generated by an arbitrary waveform generator [not shown in
Fig. 2(a)]. An additional 50:50 BS combined with a power sen-
sor (PS) is employed to monitor the long-term stability of laser
power in each encoder.
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Fig. 2 Experimental device and setup. (a) Schematic of the experiment setup. Alice (Bob) em-
ploys a CW laser as the LS and encodes the keys into optical pulses with an encoder module. In
this module, one intensity modulator (IM1) chops out early (jei) and late (jli) temporal modes to
generate time-bin qubits with a 370 ps duration and separated by 12 ns with a 41.7 MHz repetition
rate. IM2 implements intensity modulation for the decoy-state protocol. A PM applies a π-phase to
the late temporal modes for j−i and 0-phase for jþi in X -basis. This PM also implements the phase
randomization required for MDI-QKD. A variable attenuator prepares weak coherent pulses and
simulates the propagation loss in fibers. An EPC adjusts the polarization of the input pulses. The
pulses travel through fibers and are coupled into the integrated chip of the relay server (Charlie) for
BSM. On the chip, we use a multi-mode interferometer acting as a 50:50 BS and two SNSPDs.
(b) False-color scanning electron micrograph (SEM) of the SNSPD. A 80-nm-wide, 80-μm-long
U-shaped NbN nanowire is integrated on a 500-nm-wide silicon optical waveguide and connected
with two gold pads for electrical readout. The inset shows the zoomed part of the nanowire.
(c) Optical and SEM graphs of the high-efficiency photonic-crystal grating coupler with a back-
reflected mirror. (d) The averaged amplified response pulses of the 80-nm-wide SNSPD with
different lengths. The 1/e-decay time of different SNSPDs is obtained by fitting: 20 μm to
0.96 ns; 40 μm to 1.56 ns; 80 μm to 3.39 ns. (e) Normalized coincidence counts of one detector
consecutively detecting both early and late time bins as a function of time separation Δt between
them. PBS, polarization beam splitter; PD, photodiode; PS, power sensor; and EPC, electrical
polarization controller.
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One of the most important requirements of MDI-QKD is to
obtain high-quality two-photon Hong–Ou–Mandel (HOM) in-
terference on the integrated relay server. To achieve that, it is
necessary for Alice and Bob to generate indistinguishable
weak-coherent pulses. The interfering pulses have to be indis-
tinguishable in all degrees of freedom (DOFs), including spec-
trum, time, and polarization. For the spectrum DOF, Alice’s and
Bob’s unmodulated pulses pass through polarization beam split-
ters (PBSs), with one of the outputs connected with a 50:50 BS
for frequency beating. From the beating signal, we feedback
onto one of the lasers and regulate the frequency difference
of these two lasers to be within 10 MHz (see Supplementary
Material for details). For the polarization DOF, two electrical
polarization controllers (EPCs) are used to optimize the polari-
zation of both pulses before they are coupled into Charlie’s chip.
For the temporal DOF, we adjust the relative electrical delay
between Alice’s and Bob’s IMs to ensure that their pulses arrive
at the chip simultaneously. Attenuators are used to adjust the
average photon number per pulse and simulate the loss of the
communication channels.

These pulses are then sent to Charlie’s relay server chip,
which is mounted on a nanopositioner in a closed-cycle cryostat
with a base temperature of 2.1 K. We show the U-shape wave-
guide-integrated SNSPD in Fig. 2(b) in which the superconduct-
ing nanowire (80-nm-wide, 80-μm-long) is highlighted in red
and the silicon optical waveguide (500 nm-wide) is shown in
blue. Figure 2(c) shows the scanning electron microscope image
of the photonic-crystal grating coupler,46,47 which couples light
from the fiber array to the chip. We obtain coupling loss from
the reference device, which is at the right side of the main
device.48 The grating coupler with a back-reflected mirror offers
a coupling loss of ∼2.24 dB at a wavelength of 1536 nm. The
main device has two identical grating couplers, coupling Alice’s
and Bob’s pulses from fiber to chip. Silicon optical waveguides
guide the pulses to a multi-mode interference (MMI) coupler,
which acts as a 50:50 BS. At the output of the MMI, two wave-
guide-integrated SNSPDs work simultaneously for detecting
photons. Both SNSPDs are biased with constant voltage sources
and connected with electronic readout circuitries. In Fig. 2(d),
we show the electrical signals of waveguide-integrated SNSPDs
with different nanowire lengths. The decay time of SNSPD is
directly proportional to the kinetic inductance of the nanowire.
Shorter detectors exhibit lower kinetic inductance and therefore
have shorter decay times, resulting in faster detector recovery.49

However, for traditional normal-incidence SNSPDs, the shorter
nanowire length leads to lower detection efficiency, because it is
necessary to fabricate large-area meander nanowire to match the
optical modes from fibers to obtain high detection efficiency.
Therefore, it is hard to simultaneously obtain low dead time
and high detection efficiency with the traditional design. In
our work, we use the evanescent coupling between the optical
waveguide and superconducting nanowire to circumvent this
trade-off. Therefore, we are able to obtain low dead time as well
as high on-chip detection efficiency. To further quantitatively
characterize the efficiency of our SNSPDs for projecting two
photons onto jΨþi, we measure the normalized coincidence
counts of one detector consecutively detecting both early and
late time bins as a function of the time separation Δt between
them. The experimental results are shown in Fig. 2(e). The
detection probability is significantly decreased when the time
separation is smaller than the dead time and is fully recovered
for separation larger than 12 ns. Based on these results, the dead

time of the SNSPD we use in our QKD system is about 3.4 ns
for the 1/e-delay time, and we set the time separation between
jei and jli to be 12 ns. This short time separation not only allows
high-speed detection but also greatly simplifies frequency
stabilization of the light source (LS). For a traditional normal-
incidence SNSPD that limits 75 ns time-bin separation,50 a
185-kHz frequency difference between two lasers can result in
a 5-deg phase error, which is technologically challenging and
not practical. By contrast, for our waveguide-integrated SNSPD,
the frequency-stabilization requirement is only 1.2 MHz for
achieving the same phase error, which is significantly more
feasible in practice.

4 Optimal Bell-State Measurement for
Time-Bin Qubits

In Figs. 3(a) and 3(b), we show the two-photon coincidence
counts with optimal BSM as a function of the relative electronic
delays between Alice’s and Bob’s pulse sequence in which
Charlie projects the two photons sent by Alice and Bob onto
jΨ−i and jΨþi, respectively. The dependence of the coincidence
counts on the delay is a result of BSM, showing the coherent
two-photon superposition. Due to the symmetry of jΨ−i and
jΨþi, when Alice and Bob send the same states in X-basis,
j þ þi or j � �i, we obtain the destructive/constructive interfer-
ence patterns for the BSM results of jΨ−i∕jΨþi, as shown by
the blue dots in Figs. 3(a) and 3(b). When Alice and Bob send
the orthogonal states in X-basis, j þ −i or j −þi, we obtain the
inverse results, as shown by the red dots in Figs. 3(a) and 3(b).
[The logic of coincidence detection for jΨ−i and jΨþi is shown
in the inset of Fig. 1(a).]

We obtain secure keys from the Z-basis measurements and
verify the reliability of the QKD system in X-basis.18 To quan-
tify the performance of the system, we analyze the quantum bit
error rate (QBER). For instance, Alice and Bob exchange their
keys conditionally on Charlie obtaining jΨ−i∕jΨþi from his
BSM, when Alice and Bob send the same/orthogonal states.
For X-basis, the probability of Charlie obtaining a coincidence
at two subsequent time bins with time separation Δt is
P−
Xðt; tþ ΔtÞ∕Pþ

X ðt; tþ ΔtÞ. We then obtain the QBER in

X-basis (QBERjΨ−i
X ∕QBERjΨþi

X ) based on51

QBER
jΨ−i
X ¼ P−

Xðt; tþ ΔtÞ
Pþ
X ðt; tþ ΔtÞ þ P−

Xðt; tþ ΔtÞ ; (1)

QBER
jΨþi
X ¼ Pþ

X ðt; tþ ΔtÞ
Pþ
X ðt; tþ ΔtÞ þ P−

Xðt; tþ ΔtÞ ; (2)

QBER
jΨ�i
Z ¼ P−

Z ðt; tþ ΔtÞ
Pþ
Z ðt; tþ ΔtÞ þ P−

Z ðt; tþ ΔtÞ : (3)

In addition, the phase difference of two subsequent time bins
induced by frequency difference is

θ ¼ 2πΔωΔt ¼ 2πðωa − ωbÞΔt ¼ 2πcΔt
jλa − λbj
λaλb

; (4)
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where c is the speed of light and ωa (ωb) and λa (λb) are the
laser’s frequency and wavelength of Alice (Bob), respectively.

P−
Xðt; tþ ΔtÞ∕Pþ

X ðt; tþ ΔtÞ can be written as

P�
X ðt; tþ ΔtÞ ¼ 1� V exp

�

−τ2
�

c
jλa − λbj
λaλb

�

2
�

cos θ; (5)

where V is the visibility and τ is the coincidence window.
As for Z-basis, QBERZ always have the same formula for

jΨ−i∕jΨþi. In Figs. 3(c) and 3(d), we show the measured

QBER
jΨ−i
X and QBER

jΨþi
X (blue) as functions of time delays be-

tween Alice and Bob, which show the minimum close to 0.25 at

the zero time delay. For Z-basis, the measured QBER
jΨ�i
Z (red)

are close to zero, showing the high quality of our system.
In Figs. 3(e) and 3(f), we vary the relative central wavelength
between Alice’s and Bob’s lasers. Also, we show the results

for QBERjΨ−i
X and QBER

jΨþi
X as functions of the relative wave-

length, respectively. The experimental data (blue dots) agree
well with the theoretical prediction (blue curves).

5 Enhancing Key Rate with
Time-Multiplexing

Although the full-recovery time of the detector determines
the time-bin separation to be 12 ns, we can harness the
time-multiplexed technique by inserting more pairs of time-
bin pulses to enhance the key rate. This is particularly useful
in high-loss communication applications. As shown in the
insets of Fig. 4(a), we insert up to five bins within 12 ns
with an equal temporal separation of 2 ns. By combining this

(a) (b)

(c) (d)

(e) (f)

Fig. 3 Experimental results of optimal BSM and QBER. (a) BSM results of jΨ−i. When Alice and
Bob send the same states (j þ þi∕j � �i, blue dots), or different states (j þ −i∕j −þi, red dots),
we obtain destructive and constructive interference in coincidence counts as functions of relative
temporal delay, respectively. (b) BSM results of jΨþi. Note that the correlations between Alice and
Bob are inverted comparing to jΨ−i. (c), (d) The QBER in X -basis (blue) and Z -basis (red) for
jΨ−i and jΨþi, respectively. (e), (f) The measured QBER in X -basis and Z -basis as a function of
the wavelength detuning between two lasers for two different Bell states.
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Fig. 4 Enhanced key rate by time-multiplexing. (a) The sifted key
rate as a function of the inserted pulse number within the full-re-
covery time of SNSPD (12 ns). Red squares are the results of
optimal BSM and blue squares are the results of jΨ−i only mea-
surement. To compare fairly, in all the results presented here,
Alice and Bob send the weak coherent pulses with the average
photon number of 0.66 per pulse, and the total loss is 35.0 dB
(including chip insertion loss ∼4.5 dB). (b) QBERX and QBERZ

versus inserting pulse number, indicating that time-multiplexing
has little influence on error rate.
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time-multiplexed technique and optimal BSM, we enhance the
sifted key rate by almost an order of magnitude. At the same
time, these two techniques have little impact on QBERX and
QBERZ, as shown in Fig. 4(b).

We demonstrate a complete MDI-QKD system including
decoy states and phase randomization for guaranteeing the
security13–20,52,53 with our heterogeneously integrated, super-
conducting silicon-photonic platform. We use a four-intensity
encoding protocol52 with three intensities (μ, ν, o) in the X-basis
for decoy-state analysis and one intensity (s) in the Z-basis
for key generation. Finite-key effects are considered in the
secure-key-rate analysis with a failure probability of 10−10.54
For statistical fluctuations, we use the joint constraints where
the same observables are combined and treated together52 (see
Supplementary Material for details).

In this part of the experiment, we evenly insert two more
pairs of time-bin qubits within 12 ns separation. Therefore,
the effective clock rate of our system is tripled to 125 MHz
(1/8 ns). The secure key rates for different losses are shown
in Fig. 5. With the 125 MHz clock rate, we obtain the key rate
of 6.166 kbps at the loss of 24.0 dB. This loss includes chip
insertion loss ∼4.5 dB. The actual transmission loss is about
19.5 dB, which corresponds to 98 km standard fiber. To the best
of our knowledge, this is the highest secure key rate obtained
experimentally with ∼20 dB transmission loss in MDI-QKD,
which is highly relevant in the context of a metropolitan quan-
tum network without detector vulnerabilities. Furthermore, we
obtain the secure key rates of 170 and 34 bps with total losses
of about 35.0 and 44.0 dB. We emphasize that our secure key
rates with the 125 MHz clocked system are very close to
the best MDI-QKD experiments with a GHz clock rate.31,56

In contrast with the GHz clock rate MDI-QKD experiments,
our system does not require the complicated injection locking
technique, which significantly reduces the complexity of the
transmitter (see Table S1 in the Supplementary Material for
detailed comparison).

6 Conclusion
We have demonstrated the first integrated relay server for MDI-
QKD with a heterogeneous superconducting silicon-photonic
chip. The excellent optical and electronic performance of this
chip not only facilitates the experimental high-visibility HOM
interference and low QBER, but also allows us to perform op-
timal BSM for time-bin qubits for the first time. Our work shows
that integrated quantum-photonic chips provide not only a route
to miniaturization but also significantly enhance the system per-
formance more than traditional platforms. Our chip-based relay
server can also be employed in twin-field QKD (TF-QKD),57

which can overcome the rate-distance limit of QKD without
quantum repeaters. TF-QKD is indispensable in long-distance
intercity communication links. Moreover, the chip-based relay
server with the MDI-QKD protocol presented in this work
could be an ideal solution for a scalable trust-node-free
metropolitan quantum network. Using more advanced wave-
guide-integrated SNSPDs,45 one can further improve the
integrated server with a high detection efficiency, low timing
jitter, and high repetition rate. Combined with photonic-chip
transmitters,31,33 a fully chip-based, scalable, and high-key-rate
MDI-QKD metropolitan quantum network should be realized in
the near future.
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Entanglement-based quantum key distribution
with a blinking-free quantum dot operated at
a temperature up to 20 K
Christian Schimpf ,*,† Santanu Manna ,*,† Saimon F. Covre da Silva , Maximilian Aigner ,
and Armando Rastelli
Johannes Kepler University Linz, Institute of Semiconductor and Solid State Physics, Linz, Austria

Abstract. Entanglement-based quantum key distribution (QKD) promises enhanced robustness against
eavesdropping and compatibility with future quantum networks. Among other sources, semiconductor quantum
dots (QDs) can generate polarization-entangled photon pairs with near-unity entanglement fidelity and a
multiphoton emission probability close to zero even at maximum brightness. These properties have been
demonstrated under resonant two-photon excitation (TPE) and at operation temperatures below 10 K.
However, source blinking is often reported under TPE conditions, limiting the maximum achievable photon rate.
In addition, operation temperatures reachable with compact cryocoolers could facilitate the widespread de-
ployment of QDs, e.g., in satellite-based quantum communication. We demonstrate blinking-free emission of
highly entangled photon pairs fromGaAs QDs embedded in a p-i-n diode. High fidelity entanglement persists at
temperatures of at least 20 K, which we use to implement fiber-based QKD between two buildings with an
average raw key rate of 55 bits∕s and a qubit error rate of 8.4%. We are confident that by combining electrical
control with already demonstrated photonic and strain engineering, QDs will keep approaching the ideal source
of entangled photons for real world applications.
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1 Introduction
Quantum key distribution (QKD) relying on single photons is
regarded as one of the most mature quantum technologies.1,2

However, the impossibility of amplifying single photons sets
restrictions on the transmission distance. Entanglement-based
QKD schemes are able to overcome these range limitations
when embedded in quantum networks,3,4 while also exhibiting
a lower vulnerability to eavesdropping attacks.1,5–8 For both
fiber-based9 and satellite-based10 quantum cryptography, the
most prominent sources of entangled photon pairs to date are
based on the spontaneous parametric downconversion (SPDC)
process. These sources are commercially available and can be
operated in a large temperature range.11 As a drawback, SPDC

sources exhibit approximately Poissonian photon pair emission
characteristics,12 which severely limits their brightness when a
high degree of entanglement—and thus a low qubit error rate
(QBER)—is demanded. The biexciton–exciton (XX-X) sponta-
neous decay cascade in epitaxially grown semiconductor quan-
tum dots (QDs) has been demonstrated to be a viable alternative
to SPDC sources due to the sub-Poissonian entangled photon
pair emission statistics.13 In particular, GaAs QDs obtained
by the Al droplet etching technique14 are capable of emitting
polarization-entangled photon pairs with a fidelity to the jϕþi
Bell state beyond 0.98,15,16 owing to an intrinsically low exciton
fine structure splitting (FSS),17 a low exciton lifetime of about
230 ps, and a near-zero multiphoton emission probability even
at maximum brightness.18 This allowed the demonstration of
entanglement-based QKD with a QBER as low as 1.9%.16,19

Independent of the QD materials used, the best performances
in terms of entanglement fidelity and biexciton state-preparation
efficiency have been obtained by operating the QD sources at
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temperatures below 10 K and using the resonant two-photon-
excitation (TPE) condition.20,21 One of the drawbacks of the very
low working temperatures is that they are difficult to achieve
in satellites, where strong payload restrictions have to be met.
Starting from about 30 K, cryocoolers for lower temperatures
become exceedingly bulkier than higher temperature models.22

Regarding TPE and, in general, resonant excitation schemes,
their main limitation is represented by random charge capture
in the QD, normally resulting in a significant drop of the time
fraction β, in which the QD is optically active (also known as
blinking).23,24 For the generation of single photons via strictly
resonant excitation, blinking has been successfully suppressed
by embedding QDs into charge-tunable devices,25 which allows
the charge state of a QD to be deterministically controlled.26,27

The question whether blinking can be suppressed under TPE is
not trivial, since—different from single photon resonant excita-
tion—TPE requires excitation powers about 50 times larger,
which can produce free carriers in the continuum via two-
photon absorption in the barrier material. Although two-photon
absorption by a QD in a diode structure has been observed via
photocurrent measurements,28 the usefulness of charge-tunable
devices in the context of entangled-photon-pair generation with
the TPE method has not been tested.

Here, we investigate the optical properties of GaAs QDs
embedded in a p-i-n tunnel diode at a temperature of at least
20 K, demonstrate blinking-free emission of entangled photon
pairs under TPE, and use these photons to successfully imple-
ment the BBM92 QKD protocol6 under these conditions. The
key generation happens between two buildings, connected by a
350-m long single-mode fiber inside the campus of the Johannes
Kepler University.

Varying the voltage applied to the diode within a certain win-
dow allows for fine-tuning of the emission wavelength in a
range of about 0.2 nm, while keeping the blinking-free emission
intact. These structures can therefore be vital for applications
in quantum networks,3 where a precise matching of the wave-
lengths of multiple emitters becomes important,29,30 and the
transmission rate scales with β2.24

2 GaAs Quantum Dots in a Diode Structure
at a Temperature of 20 K

The GaAs QDs in a p-i-n diode structure, as shown in Fig. 1(a),
were grown by molecular beam epitaxy. The first functional
element is a distributed Bragg reflector, consisting of six pairs
of Al0.95Ga0.05As and Al0.20Ga0.80As layers with 65.2 and
56.6 nm thicknesses, respectively. The n-doped region is formed
by a 95-nm-thick Al0.15Ga0.85As layer with a Si concentration
of 1018 cm−3. A combination of layers (15 nm Al0.15Ga0.85As
plus 8 nm Al0.33Ga0.67As) acts as tunnel barrier between the
n-layer and the QDs, which are obtained via the local Al
droplet etching technique14 and covered by the 268-nm-thick
Al0.33Ga0.67As intrinsic region. A 65-nm thick layer of
Al0.15Ga0.85As doped with 5 × 1018 cm−3 carbon atoms forms
the p-region. Layers of 5-nm Al0.15Ga0.85As and 10-nm GaAs,
each doped with 1019 cm−3 carbon, cap the structure to form a
conductive surface and to protect the active region from oxida-
tion. A DC voltage VP is applied to the p-contact with respect
to the grounded n-contact (see the Supplementary Material for
details about the electrical contacts). A solid immersion lens
on top of the structure enhances the overall extraction efficiency
to about 3%.

The sample containing the GaAs QDs is fixed with silver
glue on the cold-finger of a He flow cryostat and cooled to a
temperature of 20 K. The temperature is measured with a cali-
brated silicon diode placed under the cold-finger, so we estimate
that the actual sample temperature could be up to 5 K higher.
One individual QD is optically excited by a focused pulsed laser
with a repetition rate of 80 MHz and the laser energy EP tuned
to half of the biexciton (XX) energy, as depicted in the inset of
Fig. 1(a). This resonant TPE scheme is the same as used in pre-
vious experiments.15,16,18 Figure 1(b) shows the microphoto-
luminescence spectra of a QD when adjusting EP at the working
point VP;0 ¼ 0.3 V, used for the further measurements, and then
sweeping VP from 0 to 1.5 V. The inset shows the corresponding
diode current. In the voltage range of about 0.15 to 0.35 V,
the QD is in its charge neutral configuration, and only the bi-
exciton (XX) and the exciton (X) transition lines are visible. For
higher voltages, a single electron tunnels into the QD so the
negative trion (X−) is addressed via phonon-assisted excitation.
Figure 1(b) shows the spectrum at VP;0, with the XX excited at
the π-pulse. At this voltage, the autocorrelation function gð2Þ for
a time span of 100 μs and a time-bin of 1 μs was recorded, de-
picted as the red data points in Fig. 1(d). In this case, the time-
bin is much larger than the excitation period of 12.5 ns, so the
antibunching from the single-photon emission becomes invis-
ible. The gð2Þ is one for all time delays, which indicates the
complete absence of blinking, i.e., an on-time fraction of β ¼
1∕gð2Þð0Þ ¼ 1.00ð2Þ.23 The black dashed line indicates the
gð2Þ typically measured for previously used GaAs QDs without
diodes, resulting in β ≈ 0.3.

It is interesting to note that the diode provides a window for
VP of about 0.1 V, in which the QDs can be operated without
blinking. This offers a tuning range for the central emission
wavelengths of about 0.2 nm, as depicted for a different,
but representative, QD in Fig. 1(e). The blue-dashed line indi-
cates the case of β ¼ 1, corresponding to no blinking. The
same tuning range was also observed for temperatures well be-
low 20 K.

3 Characterization of the Entangled Photon
Pairs

The QDs of the diode sample used here exhibit an average
FSS of about 6 μeV. Average values below 4 μeV are regularly
achieved for nanoholes created at a substrate temperature of
600°C,17,31 while a slightly higher temperature (about 610°C)
was used here to possibly improve the crystal quality. Instead
of resorting to strain tuning to bring the FSS of one individual
QD to zero,15 the stochastic distribution of the FSS among all
QDs on the sample can be used to find a QD with a suitably low
FSS for the given use case. To estimate the FSS required for
a serviceable QBER in a BBM92 QKD arrangement, we first
model the 2-qubit density matrix in polarization space32 as

ρMðS; T1;X; kÞ ¼
k
2

0
BBBB@

1 0 0 z�

0 0 0 0

0 0 0 0

z 0 0 1

1
CCCCA

þ 1 − k
4

Ið4Þ;

z ¼ 1þ ix
1þ x2

; x ¼ ST1;X

ℏ
; (1)

Schimpf et al.: Entanglement-based quantum key distribution with a blinking-free quantum dot operated…

Advanced Photonics 065001-2 Nov∕Dec 2021 • Vol. 3(6)

https://doi.org/10.1117/1.AP.3.6.065001.s01


where S is the magnitude of the FSS, T1;X is the X lifetime, k is
the purity parameter, and Ið4Þ is the 4 × 4 identity matrix. For
the estimation of the required S, we set T1;X to the typically
observed value of 230 ps and k ¼ 1. In this model, possible
dephasing mechanisms other than state rotation induced by
the FSS are neglected. From ρM, we calculate the expected
QBER via

qðρMÞ ¼
1

2

X4
i¼1

hOijρMjOiji; (2)

whereOi ∈ fHAVB; VAHB; DAAB; AADBg are the 2-qubit mea-
surement bases between Alice (A) and Bob (B), in which a mea-
sured coincidence corresponds to a false key bit. After a brief
scanning, we chose a QD with an FSS of S ¼ 0.96ð9Þ μeV, for
which we calculate a minimum QBER of 2.7%. In practice, a
slightly higher QBER is to be expected due to additional de-
phasing processes.15,32

The XX and the X photons generated by TPE are filtered
out individually and coupled into single mode fibers. Figure 2(a)
shows the spectra of the XX and X emission lines merged at
a 50:50 fiber beam splitter, of which one output is sent to
the spectrometer. (The slightly lower XX signal intensity stems
from the higher distance from the objective to the fiber colli-
mator compared to the X signal, resulting in a lower coupling
efficiency.)

Before performing the QKD experiment, a characterization
of the single-photon emission characteristics and the polari-
zation entanglement between the XX and the X photons is
performed, as those properties primarily determine the QBER
during the key generation process. The most important quan-
tities are summarized in Table 1 and compared to the values
for a different QD (in the same diode structure), measured at
5 K. Figure 2(b) shows a coincidence histogram of an auto-
correlation measurement for both the XX and the X signals.

Using a time-bin of 2 ns, the results are gð2ÞXXð0Þ ¼ 0.034ð4Þ

p++ doped
p+ doped
Intrinsic (QDs)
Tunnel barrier
n- doped
Spacer
6x DBR

p

i

n

X

X

XX

XX

X

X

XX
-X

-

Laser

(a)

(c) (e)

(b)

VP,0

(d)

Fig. 1 Photoluminescence properties of GaAs QDs in a p-i-n diode structure at a temperature of
20 K, excited by resonant TPE. (a) p-i-n diode structure with a tunnel barrier between the n-doped
and the intrinsic regions. The inset shows the principle of TPE, with EP the laser energy, EB the
biexciton (XX) binding energy, and S the exciton (X) FSS. (b) Emission spectra at TPE conditions
when sweeping the diode voltage VP in forward bias. The inset shows the diode current I over VP.
The white-dashed line indicates VP;0 ¼ 0.3 V, at which the diode is operated during the QKD
experiment. (c) Emission at VP ¼ VP;0. (d) Second-order correlation function gð2Þ of the X signal
with a time-bin of 1 μs at VP ¼ VP;0. The gð2Þ is shown for the QD in the diode structure (red),
indicating an on-time fraction of β ¼ 1.00ð2Þ and a QD without diode (black, dashed) with a typical
value of β ≈ 0.3. (e) Wavelength shift and β for different deviations δVP ¼ VP − VP;0. The blue-
dashed line indicates a value of β corresponding to no blinking.
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and gð2ÞX ð0Þ ¼ 0.020ð3Þ, which are comparable to previously
measured values using the same optical arrangement at a tem-
perature of 5 K (see Table 1), but with a slightly higher value
for the XX signal. Compared to data acquired at 5 K, one can
observe a broadening of the peaks belonging to the X signal.
Inspecting the lifetime traces, which are shown for both the
XX and X in Fig. 1(c), it becomes evident that this broadening
stems from a slow decay channel of the X, which overlays with
the monoexponential decay from the bright X to the ground state
usually observed at 5 K (see the Supplementary Material for
lifetime- and cross-correlation measurements at 5 K). A convo-
luted fit results in an X lifetime of T1;X ¼ 252ð9Þ ps, with the
caveat that this value is slightly overestimated due to the pres-
ence of the slow decay channel. The XX lifetime is measured as
T1;XX ¼ 72ð3Þ ps, which is significantly lower than the 120 ps
typically observed at 5 K.

A full state tomography33 is performed to determine the
degree of entanglement between the XX and X photons.
Figure 2(d) shows an example among the 36 recorded XX/X
coincidence histograms, corresponding to a measurement in

Table 1 Summarized emitter performance for two representative
QDs in a diode structure excited by TPE, measured at temper-
atures of 5 K and 20 K, respectively.

Temperature

5 K 20 K

X XX X XX

gð2Þð0Þ 0.017(4) 0.011(3) 0.020(3) 0.034(4)

Lifetime (ps) 238(3) 116(2) 252(9) 72(3)

Pair generation efficiency 0.91(2) 0.87(2)

FSS (μeV) 1.13(7) 0.96(9)

Calculated concurrencea 0.905 0.900

Measured concurrence 0.904(3) 0.713(8)

Calculated fidelity to jϕþia 0.959 0.960

Measured fidelity to jϕþi 0.975(1) 0.925(2)
aOnly considering expectation values of measured gð2Þ, X lifetime,

and FSS.32

P
ha

se

X
XX

(a) (c)

(f)(d) (e)

(b)

Fig. 2 Emission properties relevant for the polarization entanglement, measured at a temperature
of 20 K. (a) Spectra of the individually filtered XX and X emission lines combined at a 50:50 fiber
beam splitter. (b) Single-photon emission characteristics of the XX and X signals observed by
detecting coincidences in a Hanbury–Brown–Twiss arrangement. The histogram for the X emis-
sion is shifted horizontally and vertically to facilitate reading. (c) Decay dynamics of the XX and X
signals. The X signal exhibits a slow secondary decay channel, which is not present at temper-
atures lower than 10 K. (d) Examples among the 36 recorded coincidence histograms between the
XX and X detections, corresponding to a measurement in the HV basis. The red-dashed lines
indicate the time-bin of 2 ns, in which the coincidences are summed up to calculate the peak areas.
(e) Unpolarized coincidence measurement between the XX and X photons. The excess coinci-
dences at zero time delay stem from a nonunity photon-pair generation probability. (f) Density
matrix of the two-photon polarization entangled state of the XX and X photons, recorded by full
state tomography.
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the HV basis. The red-dashed lines indicate the time-bin of 2 ns,
in which the coincidences are summed up and compared with
the average side peak area. The coincidences originating from
the slow X decay channel (the “tail” on the right side of the
peaks), which are partially excluded by this time-bin, account
for about 9% of the total coincidences per excitation cycle.
Figure 2(e) shows the weighted sum of the histograms corre-
sponding to the measurement bases HH, VV, HV, and VH
(where H is the horizontal, and V is the vertical polarization),
normalized by their respective average side peak areas. From
this histogram, a photon pair generation probability per excita-
tion pulse of ϵ ¼ 0.87ð2Þ is calculated (see the Supplementary
Material for details), which is marginally lower than the value
of 0.91(2) observed at 5 K.

From the 36 correlation histograms, the 2-qubit density ma-
trix in polarization space is calculated and depicted in Fig. 2(f).
The maximum likelihood estimator used during this process is
adapted for the dynamics of the QD light emission (see the
Supplementary Material). The derived concurrence is 0.713(8),
and the maximum fidelity to a Bell state is 0.925(5), which show
a significant drop compared to the values obtained at 5 K.
(We use the fidelity definition for mixed states34 throughout this
work.) We find that ρ at a temperature of 20 K can be approxi-
mated via Eq. (1) as ρ ¼ ρMðS; T1;X; 1 − g − ζÞ, with g ¼
½gð2ÞXXð0Þ þ gð2ÞX ð0Þ�∕2 the average gð2Þð0Þ and ζ ≈ 0.1. The physi-
cal origin of the entanglement degrading effects, their temper-
ature dependency, and their connection to the slow X decay

channel appearing in the lifetime traces shown in Fig. 1(c)
are subject of further investigation, as they could shed light
on the changing dynamics of quasiparticles in GaAs QDs at
higher temperatures.

The expected QBER of 7.45% calculated from ρ by Eq. (2)
is still below the theoretical upper limit of 11% holding for the
BBM92 protocol6,8 and therefore suitable for performing QKD,
as long as a sufficient amount of key bits are collected to mit-
igate finite key effects.35

4 Quantum Key Distribution with Entangled
Photons

The XX and X photons in their individual single mode fibers
are distributed to Alice and Bob, as shown in Fig. 3(a). The
infrastructure is identical to the one used in a previous QKD
experiment.16 After an initial synchronization and polarization
correction routine, the key generation is performed overnight
for a total duration of about 8 h. The observed QBER, shown
in Fig. 3(b), was evaluated periodically for 10% of the key bits
(which were then discarded) and has an average value of 8.42%.
The red-dashed line indicates the theoretical upper limit for the
BBM92 protocol,8 after which no finite key can be extracted
from the raw key anymore.

The QBER shows a minimum of 6.15%, which is even
lower than the 7.45% estimated from ρ, shown in Fig. 2(f).
This discrepancy probably arises from the way in which the
time-synchronization between Alice and Bob is maintained.

Institute of 
Semiconductor Physics

LIT open 
innovation center

Alice

XX X

QD
Source Bob

350 meter
single mode fiber

(a)

(b) (c)

(d)

(e)

Original message 

Decrypted
(with uncorrected key)

Decrypted
(with corrected key)

Encrypted

Fig. 3 Key generation in the BBM92 protocol over a time span of about 8 h and entanglement-
based QKD. (a) QKD arrangement. Alice and the photon source are situated on an optical table,
and Bob is placed in a movable box on a table in another building and connected with the source
via a 350-m long single mode fiber. (b) QBER during the key generation with an average of 8.42%.
The red-dashed line marks the maximum allowed QBER for BBM92 in the infinite key regime.
(c) Raw key rate (after key sifting) with an average of 54.8 bits∕s. (d) Encryption of a bitmap with
the dimensions of 67 × 70 pixels and a color-depth of 4 bits, resulting in a total size of about
2.4 kilobytes. The encryption with Alice’s key yields a scrambled message ready to be sent over
a public channel. (e) Decryption at Bob’s site when using an uncorrected key (left) and a corrected
key (right).
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To dynamically adjust the relative time delay between the arrival
times of the XX and X photons at Alice and Bob, respectively, a
peak in the continuously measured cross-correlation function is
tracked. All photons around the peak maximum in a time win-
dow of 2 ns are used for key generation. We found that a shift of
the center of this time-bin by 0.5 ns (about the time-resolution of
our single photon detectors) can already change the QBER by
around 2%, because a higher contribution of photons stemming
from the slow X decay channel, shown in Fig. 2(c), decreases
the entanglement (see the Supplementary Material for details).
The time window during the key generation was therefore prob-
ably shifted with respect to the one used for calculating ρ. These
findings are not only interesting for a better understanding of the
underlying mechanisms degrading the entanglement at higher
temperatures, but also indicate that with careful choice of the
time window (within the limits of the detector resolution and
clock synchronization among the communicating parties) a
compromise between QBER and efficiency during the key gen-
eration process can be made.

We attribute the changing QBER over the course of the mea-
surement to the following factors. The FSS changed from the
initial 0.96(9) to 1.35ð11Þ μeV over the course of the QKDmea-
surements, which can add about 2% to the QBER due to an ac-
celerated phase rotation process leading to a decreased fidelity
to the ideal Bell state on average.32 A changing FSS was never
noticed before in these kinds of samples. A possible origin could
be a changing strain state in the silver glue used to stick the
sample on the chip carrier. The second contribution to a rising
QBER could be a varying ambient temperature that affects the
polarization rotation exerted by the fibers, which then leads to
a larger deviation from the jϕþi Bell state, for which our QKD
setup is designed. After the initial polarization correction, no
active correction was performed during the 8 h of key generation.

Figure 3(c) shows the raw key generation rate after key sift-
ing. A change in raw key rate over time occurs due to a slight
drift of the cryostat relative to the objective, leading to a decreas-
ing excitation and collection efficiency. We counter this effect
by an automatized movement of the X∕Y position of the cryostat
via linear stages to optimize the average detector count rates,
should they fall below a certain threshold. The average raw key
rate over the full time span is found to be 54.8 bits∕s. A total of
807,348 raw key bits were generated, corresponding to a duty
cycle of about 50%. For the remaining 50% of time, the QKD
system was blocked by the steps of compensating the drifts of
the optics, key sifting, and QBER estimation, which were all
performed sequentially to facilitate software and hardware error
diagnosis. By parallelization of those steps, the duty cycle can
be brought to 100%, as long as the data processing can keep up
with the photon detection rate.

As the system presented here operates with an average
QBER of 8.42% and therefore relatively close to the theoretical
upper limit, the error correction and subsequent privacy ampli-
fication steps have to be chosen carefully to maximize the effi-
ciency while leaking a minimum of information to a potential
eavesdropper on the public channel. For this purpose, we adopt
the security analysis recently employed for the Micius satellite
QKD system,10,35 where the setting is basically identical to our
QKD system. This analysis addresses the effects of the esti-
mated QBER in combination with a finite key length and adjusts
the required key compression accordingly (see the Supplemen-
tary Material for details), leaving us with a total of 20,649 secure
key bits after error correction.

The generated key is used to encrypt a bitmap with a size of
18,760 bits (about 2.4 kilobytes) [see Fig. 3(d)], using a one-time-
pad procedure. The decryption is depicted in Fig. 3(e) for the
cases when the raw/corrected key pair was used (left/right).

5 Discussion and Conclusion
In this work, we have demonstrated a blinking-free source of
polarization-entangled photon pairs based on a GaAs QD op-
erated at a temperature of at least 20 K. The intrinsically low
FSS, owing to the local Al droplet etching technique,14 together
with the employed p-i-n diode allows us to generate an uninter-
rupted stream of photon pairs with a fidelity to the jϕþi Bell
state of 0.925(2) when using the pulsed two-photon-excitation
scheme.20,21 The device also allows the fine-tuning of the emis-
sion wavelength within a range of 0.2 nm while keeping the
blinking-free operation intact, which is favorable for intercon-
necting multiple sources to quantum networks.3,4,24,30

The source was used to demonstrate QKD via the BBM92
protocol6 between two parties in two different buildings of the
Johannes Kepler University, connected via a 350-m long under-
ground single mode fiber. The average QBER was 8.42%. From
the initial 807,348 key bits, a total of 20,649 error-free and
privacy-amplified key bits could be distilled, using a state-of-
the-art security analysis in the finite key regime.35

Comparing the decay dynamics of the biexciton and exciton
states at temperatures of 20 K and 5 K allows us to identify a
secondary slow decay channel of the exciton as the major en-
tanglement degrading mechanism. While the physical origin of
this observation and the elaboration of possible solutions will
require further investigations, we find that the QBER during
QKD can be optimized by a mild time filtering (see the Supple-
mentary Material). This work makes us optimistic that combin-
ing electrical control with advanced photonic processing36,37 and
strain-tuning platforms15,38 will lead to nearly ideal sources of
entangled photon pairs that can be operated in demanding envi-
ronments.
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Abstract. The quantum properties of quantum measurements are indispensable resources in quantum in-
formation processing and have drawn extensive research interest. The conventional approach to revealing
quantum properties relies on the reconstruction of entire measurement operators by quantum detector
tomography. However, many specific properties can be determined by a part of the matrix components of the
measurement operators, which makes it possible to simplify the characterization process. We propose a
general framework to directly obtain individual matrix elements of the measurement operators by sequentially
measuring two noncompatible observables. This method allows us to circumvent the complete tomography of
the quantum measurement and extract the required information. We experimentally implement this scheme to
monitor the coherent evolution of a general quantum measurement by determining the off-diagonal matrix
elements. The investigation of the measurement precision indicates the good feasibility of our protocol for
arbitrary quantum measurements. Our results pave the way for revealing the quantum properties of quantum
measurements by selectively determining the matrix components of the measurement operators.

Keywords: direct tomography; quantum measurement; weak measurement; sequential measurement; coherence.
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1 Introduction

The quantum properties of quantum measurements have been
widely regarded as an essential resource for the preparation of
quantum states,1–3 achieving the advantages of quantum technol-
ogies,4–7 as well as the study of fundamental quantum theories.8–15

The time-reversal approach allows for the investigation of the
properties of quantum measurements qualitatively from the
perspective of quantum states.16–18 In addition, the quantum
resource theories for quantification of quantum properties of
quantum measurements have been developed very recently19–22

and have been applied to investigate coherence of quantum-
optical detectors.23 Thus developing efficient approaches to

characterize the quantum properties of quantum measurements
is important for both the fundamental investigations and prac-
tical applications.

A general quantum measurement and all its properties can be
completely determined by the positive operator-valued measure
(POVM) fΠ̂lg, in which the element Π̂l denotes the measurement
operator corresponding to the outcome l. Several approaches
have been developed to determine the unknown POVM,24–27 of
which the most representative is quantum detector tomography
(QDT).24 In QDT, a set of probe states fρðmÞg are prepared to
input the unknown measurement apparatus, and the probability
of obtaining the outcome l is given by pðmÞ

l ¼ TrðρðmÞΠ̂lÞ.
Provided that the input states are informationally complete
for the tomography, the POVM fΠ̂lg can be reconstructed by
minimizing the gap between the theoretical calculation and the
experimental results. To date, QDT has achieved great success
in characterizing a variety of quantum detectors, including
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avalanche photodiodes,28 time-multiplexed photon-number-
resolving detectors,24,29,30 transition edge sensors,31 and super-
conducting nanowire detectors.32 As the quantum detectors be-
come increasingly complicated, the standard QDT is confronted
with the experimental and computational challenges, which
prompts the exploration of some helpful shortcuts. For example,
the determination of a few key parameters that describe the
quantum detectors makes it possible to largely reduce the char-
acterization complexity.33 The quantum detectors can also be
self-tested with certain quantum states in the absence of prior
knowledge of the apparatus.34–37 The emerging data-pattern
approach realizes the operational tomography of quantum states
through fitting the detector response, which is robust to imperfec-
tions of the experimental setup.38,39

Though QDT is a generic protocol to acquire entire measure-
ment operators, it does not have the direct access to the single-
matrix components of the measurement operator. The complex-
ity of the reconstruction algorithm in QDT increases dramati-
cally with the increase of the dimensions of the quantum system
(QS). Typically, tomography of full measurement operator is
considered as the prerequisite for characterizing the properties
of quantum measurements.23 However, in some situations, the
complete determination of the measurement operator is not
necessary to fulfil specific tasks, which makes it possible to
simplify the characterization process. For example, if the input
state is known to lie in the subspace of the QS, it only requires
the corresponding matrix components of the measurement op-
erators to predict the probability of outcomes.29,40,41 In particular,
the coherence of a quantum measurement is largely determined
by the off-diagonal matrix components of its measurement op-
erators in certain bases.23

Recently, Lundeen et al.42 proposed a method to directly mea-
sure the probability amplitudes of the wavefunction using the for-
malism of the weak measurement and weak values. This method,
known as direct quantum state tomography, opens up a new
avenue for quantum tomography technique. The direct tomogra-
phy (DT) protocol has been extensively studied and the scope of
its application is expanded to high-dimensional states,43–51 mixed
states52–56 and entangled states,57,58 quantum processes,59 and
quantum measurements.60 The development of the DT theory
from the original weak-coupling approximation to the rigorous
validation with the arbitrary coupling strength ensures the accu-
racy and simultaneously improves the precision.61–68 Moreover,
direct state tomography allows the direct measurement of any
single-matrix entry of the density matrix, which has provided an
exponential reduction of measurement complexity compared to
standard quantum state tomography in determining a sparse mul-
tiparticle state.53–56,69 Recent work has extended the idea to realize

the direct characterization of full measurement operators, based
on weak values, showing the potential advantages over QDT in
operational and computational complexity.60 In view of the
unique advantages of the DT, it is expected that the generalization
of the DT scheme for directly characterizing the matrix compo-
nents of measurement operators allows for the extraction of the
properties of the quantum measurement in a more efficient way.

In this paper, we propose a framework to directly character-
ize the individual matrix components of the measurement oper-
ators by sequentially measuring two noncompatible observables
with two independent meter states (MSs). In the following, the
unknown quantum detector performs measurement on the QS.
The specific matrix entry of the measurement operator can be
extracted from the collective measurements on the MSs when
the corresponding outcomes of the quantum detector are ob-
tained. Our procedure is rigorously valid with the arbitrary
non-zero coupling strength. The investigations of the measure-
ment precision indicate the good feasibility of our scheme to
characterize arbitrary quantum measurement. We experimen-
tally demonstrate our protocol to monitor the evolution of co-
herence of the quantum measurement in two different situations,
the dephasing and the phase rotation, by characterizing the as-
sociated off-diagonal matrix components. Our results show the
great potential of the DT for capturing the quantum properties of
the quantum measurement through partial determination of the
measurement operators.

2 Theoretical Framework

2.1 Directly Determining the Matrix Components
of the Measurement Operators

The schematic diagram for direct characterization of the matrix
components of the POVM is shown in Fig. 1. We represent the
POVM fΠ̂lg acting on the d-dimensional QS with the orthogo-
nal basis fjajig (A), and the matrix entry of the measurement

operator Π̂l is given by EðlÞ
ajak ¼ hajjΠ̂ljaki. If j ¼ k, EðlÞ

ajak cor-
responds to the diagonal matrix entry, which can be easily de-

termined by inputting a preselected QS state ρðjÞs ¼ jajihajj to
the quantum detector and collecting the probability pl ¼
hajjΠ̂ljaji of obtaining the outcome l. By contrast, the off-

diagonal matrix entry EðlÞ
ajak (j ≠ k), generally a complex

number, is related to the coherence of the operator and usually
indirectly reconstructed in the conventional QDT. In order to
directly measure EðlÞ

ajak (j ≠ k), we perform the sequential mea-
surement of the observables ÔB ¼ Î − 2jb0ihb0j (note that jb0i

Quantum system
Measurement

Collective
measurement

A B

Direct 
characterization

Post-selectionMeter state A

Meter state B

Fig. 1 The schematic diagram for direct characterization of thematrix components of the POVM fΠ̂lg.
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is a state vector which is a superposition of all the base states
in basis A with the equal probability amplitudes, i.e.,
jb0i ∝

P

jjaji) and ÔðkÞ
A ¼ Î − 2jakihakj on the initial state

ρðjÞs with two independent two-dimensional MSs initialized as
j0iB and j0iA, respectively. The measurement of the observable
Ô (generally referring to the observable ÔB or ÔðkÞ

A ) is imple-
mented by coupling the QS with the MS under the Hamiltonian
Ĥ ¼ gδðt − t0ÞÔ ⊗ σ̂y, in which g is the coupling strength and
σ̂y ¼ iðj1ih0j − j0ih1jÞ is the observable of the MS. Since the

observables ÔB and ÔðkÞ
A do not commute, the measurement

has to be performed in a particular order.
The sequential measurement process can be described by the

unitary evolution of the system-MS ρsm ¼ ρðjÞs ⊗ ρm;B ⊗ ρm;A
with the first transformation,

ÛB ¼ expð−igBÔB ⊗ σ̂y;B ⊗ ÎAÞ; (1)

and the second transformation,

ÛðkÞ
A ¼ expð−igAÔðkÞ

A ⊗ ÎB ⊗ σ̂y;AÞ; (2)

leading to the joint state,

ρJ ¼ ÛðkÞ
A ÛBρsmÛ

†

BÛ
ðkÞ†
A : (3)

Then the unknown quantum detector to be characterized
performs the postselection measurement fΠ̂lg on the QS.
Depending on the measurement outcome l, the surviving final
MS is given by ρ0m;A;B ¼ TrsðΠ̂l ⊗ ÎB ⊗ ÎAρJÞ=pf, in which
Trsð·Þ denotes the partial trace operation on the QS, and pf ¼
TrðΠ̂l ⊗ ÎB ⊗ ÎAρJÞ is the probability for getting the outcome l.

The matrix entry EðlÞ
ajak is related to the average value of the

observables ÔB and ÔðkÞ
A by

EðlÞ
ajak ¼

d
4
Tr

�

Π̂lðÎ − ÔðkÞ
A ÞðÎ − ÔBÞρðjÞs

�

: (4)

Both of the observables ÔB and ÔðkÞ
A are designed to satisfy

Ô2 ¼ Î so that the unitary is exactly expanded as Û ¼
expð−igÔ ⊗ σ̂yÞ ¼ cos gÎ ⊗ Î − i sin gÔ ⊗ σ̂y. The right side
of Eq. (4) can be extracted by the joint measurement of post-
selected MS ρ0m;A;B with the observables

P̂ ¼
ffiffiffi

d
p �

Î þ σ̂z
4 cos2 g

− σ̂x
4 sin g cos g

�

;

Q̂ ¼ −
ffiffiffi

d
p

σ̂y
4 sin g cos g

; (5)

each in the subsystems A and B. By defining the joint observ-
ables of MSs A and B as R̂B;A ¼ P̂BP̂A − Q̂BQ̂A and T̂B;A ¼
P̂BQ̂A þ Q̂BP̂A, we obtain the real and the imaginary parts of
EðlÞ
ajak :

Re½EðlÞ
ajak � ¼ TrðΠ̂l ⊗ R̂B;AρJÞ;

Im½EðlÞ
ajak � ¼ TrðΠ̂l ⊗ T̂B;AρJÞ: (6)

Here, the subscripts of the coupling strength g and the Pauli
operators coincide with those of the operators P̂ and Q̂. For
the sake of convenience, gA ¼ gB ¼ g in the rest of this article.

2.2 Precision Analysis on Directly Characterizing the
Matrix Components of the Measurement Operators

The accuracy and the precision are two essential indicators to
evaluate a measurement scheme. There are no systematic errors
in our protocol, since the derivation is rigorous for the arbitrary
coupling strength g. According to previous studies, the precision
of the DT applied to the quantum states is sensitive to both the
coupling strength and the unknown states.70 The increase of the
coupling strength is beneficial to improving the precision.62–68

When the unknown state approaches being orthogonal to the
postselected state, the DT protocol is prone to large statistical
errors and is therefore highly inefficient.70,71 Here, we theoreti-
cally investigate the precision of the DT protocol applied to the
quantum measurement to verify the feasibility of our protocol.

Given that the real and the imaginary parts of the matrix com-
ponents are independently measured, we quantify the measure-
ment precision with the total variance Δ2EðlÞ

akaj ¼ Δ2 Re½EðlÞ
akaj �þ

Δ2 Im½EðlÞ
akaj �. According to Eq. (6), the variance can be de-

rived by

Δ2EðlÞ
akaj ¼ hΔ2R̂B;Aif þ hΔ2T̂B;Aif; (7)

where hΔ2M̂if ¼ TrðΠ̂lM̂
2ρJÞ − ½TrðΠ̂lM̂ρJÞ�2. Since the oper-

ators R̂B;A and T̂B;A are usually hard to experimentally construct,
an alternative is to infer the expected values of R̂B;A and T̂B;A
as well as their squares, from the complete measurement results
of the MSs B and A, each projected to the mutually unbiased
bases, i.e., fj0i; j1ig; fjþi; j−ig; fj↻i; j↺ig with j�i ¼ ðj0i �
j1iÞ= ffiffiffi

2
p

and j↻i; j↺i ¼ ðj0i � ij1iÞ= ffiffiffi

2
p

. The obtained proba-
bility distribution is represented by fWmng, wherem and n label
the projective states jmBi and jmAi of the MSs B and A, respec-
tively. The experimental variance can be obtained from fWmng
with the error transfer formula

Δ2EðlÞ
akaj ¼

X

m;n

�

�

�

�

∂EðlÞ
akaj

∂Prmn

�

�

�

�

2

δ2Wmn: (8)

Consider that N particles are used for one measurement ofWmn.
The variance of the probability is approximated as δ2Wmn≈
Wmn=N in the large N limit due to the Poissonian statistic.

As a demonstration, we theoretically derive the precision of
directly measuring the off-diagonal matrix entry E1,0ðθÞ of a
general measurement operator for a two-dimensional QS as
follows:

Π̂ðθÞ ¼ η

�

cos2 θ E0,1ðθÞ
E1,0ðθÞ sin2 θ

�

; (9)

with different coupling strength g. According to Eq. (8), the
variance of the off-diagonal matrix entry E1,0ðθÞ is given by

Δ2E1,0ðθÞ ¼
ðsin2 θ þ sin2 gÞð1þ 2 sin2 gÞ

ηN sin4ð2gÞ : (10)
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In Fig. 2(a), we show how the variance of E1,0ðθÞ changes with
different g for four values of θ. We find that the statistical errors
Δ2E1,0ðθÞ become large with a small coupling strength (g → 0
or g → π=2), whereas the strong coupling strength (g → π=4)
significantly decreases the variance to Δ2E1,0ðθÞjg¼π=4 ¼
ð1þ 2 sin2 θÞ=ðηNÞ. We also compare the characterization pre-
cision of E1,0ðθÞ associated with different POVM parameters θ
in Fig. 2(b). The statistical errors Δ2E1,0ðθÞ remain finite over
all θ indicating that our protocol is applicable to characterize the
arbitrary POVM of a two-dimensional QS. In addition, the vari-
ance Δ2E1,0ðθÞ is related to the parameter θ but does not depend
on the value of E1,0ðθÞ. This implies that the change of the off-
diagonal matrix components of the measurement operator, such
as the dephasing and the phase rotation process, will not affect
the characterization precision. We note that the choice of the
sequential observables ÔB and ÔðkÞ

A is indeed not unique. How
to choose the optimal observables of the QS to achieve the best
characterization precision remains an open question in the field
of DT. If the sequential observables of the QS are changed, the
collective observables R̂B;A and T̂B;A of the MSs should also be
changed correspondingly, and the method to reveal the matrix
components EðlÞ

ajak may be more involved.
It has been shown that the completeness condition of the

POVM fΠ̂lg, i.e.,
P

lΠ̂l ¼ Î, can be used to improve the pre-
cision of direct QDT.60 In the following, we prove that the same
condition is also helpful to improve the precision in the direct
characterization of EðlÞ

ajakðj ≠ kÞ. Since the real part of the com-

ponents EðlÞ
ajak satisfies

P

l Re½EðlÞ
ajak � ¼ 0, the value of Re½EðlÞ

ajak �
can be not only obtained by the direct measurement but also
inferred from the components of other POVM elements
Re½EðuÞ

ajak � (u ≠ l) by Re½EðlÞ°
ajak � ¼ −Pu≠lRe½EðuÞ

ajak �. The extra in-
formation obtained by Re½EðlÞ°

ajak � can be used to improve the
measurement precision. To acquire the best precision, we adopt
the weighted average of Re½EðlÞ

ajak � and Re½EðlÞ°
ajak � with the

weighting factors w and w◦, respectively. The optimal weighting
factors satisfy the condition

wþ w◦ ¼ 1;

w ∝
1

Δ2Re½EðlÞ
ajak �

;

w◦ ∝
1

P

u≠lΔ2 Re½EðuÞ
ajak �

; (11)

leading to the optimal precision Δ2Re½EðlÞ0
ajak � ¼ ww◦=

P

uΔ2 Re½EðlÞ
ajak � < Δ2 Re½EðlÞ

ajak �.

3 Experiment
In the experiment, we apply the DT protocol to characterize
the SIC POVM in the polarization degree of freedom (DOF)
of photons. Since the coherence between two polarization base
states only changes the off-diagonal components of the mea-
surement operators, we demonstrate that the dephasing and
the phase rotation of the SIC POVM can be monitored by only
characterizing the corresponding matrix components.

The experimental setup is shown in Fig. 3. We refer to the
polarization DOF of photons as the QS with the eigenstates jHi
and jVi. Single photons generated by the spontaneous paramet-
ric downconversion pass through the polarizing beam splitter
(PBS) and a half-wave plate (HWP) at 45 deg to preselect the
QS to jVi. The “measurement 1” and “measurement 2”modules
implement the measurement of the observables ÔB ¼ jDihDj −
jAihAj and ÔA ¼ jHihHj − jVihVj, where jDi ¼ ðjHi þ jViÞ=
ffiffiffi

2
p

and jAi ¼ ðjHi − jViÞ= ffiffiffi

2
p

.
Here, we take measurement 1 as an example to describe

the working principle of the coupling scenario. The HWP at
22.5 deg before the polarizing beam displacer (PBD) transforms
the measurement basis fjDi; jAig into fjHi; jVig, and the
observable σ̂z ¼ jHihHj − jVihVj is measured between the two
PBDs. The first PBD converts the DOF of the QS into the
optical path, with jHi → j0i and jVi → j1i. The polarization
of photons in each path initialized to jHi is used as the MS.
Two HWPs are arranged in parallel, each on different paths,
and are rotated, respectively, to g=2 and −g=2, to realize the

(a)

X

Y

(b)

X
Y

Fig. 2 The measurement precision of the off-diagonal matrix element E1,0ðθÞ of the measurement
operator Π̂ðθÞ in a two-dimensional QS. (a) The variance of E1,0ðθÞ is plotted with different g for
four values of θ ¼ 0; π= 4; θsic; π with θsic ¼ acosð1= ffiffiffi

3
p Þ. (b) The variance of E1,0ðθÞ changes with

different parameters θ for the coupling strength g ¼ π= 16; π= 8; π= 4, 3π= 8. Here, we take η ¼ 1= 2
and N ¼ 12; 790 to coincide with our experimental conditions. The points X and Y refer to the
precision of directly measuring the off-diagonal matrix entry of the two-dimensional symmetric in-
formationally complete positive operator-valued measure (SIC POVM) with the coupling strength
g ¼ π= 4.
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coupling between the QS and the MS. Afterward, we measure
the polarization of photons to extract the information of the MS
by a quarter-wave plate (QWP), an HWP, and a polarizer. The
photons in two paths that pass through the polarizer recombine
at the second PBD and the subsequent two HWPs at 45 deg and
22.5 deg recover the measurement basis to fjHi; jVig. A similar
setup of measurement 2 performs the measurement of the oper-
ator ÔA. Finally, the photons input the unknown detector for the
postselection. By collecting the photons that arrive at the out-
puts, we obtain the measurement results.

We construct the SIC POVM fΠ̂lg with Π̂l ¼ 1
2
jψ lihψ lj

ðl ¼ 1; 2; 3; 4Þ and

jψ1i ¼ jHi;
jψ2i ¼

�

jHi − ffiffiffi

2
p

jVi
	.

ffiffiffi

3
p

;

jψ3i ¼
�

jHi þ
ffiffiffi

2
p

e−i2π=3jVi
	.

ffiffiffi

3
p

;

jψ4i ¼
�

jHi þ
ffiffiffi

2
p

ei2π=3jVi
	.

ffiffiffi

3
p

; (12)

through the quantum walk to perform the postselection mea-
surement of the QS.72 The dephasing of the POVM is realized
by several full-wave plates (FWPs), which separate the wave
packets in polarization states jHi and jVi, i.e., jφðtHÞi and
jφðtVÞi in the temporal DOF. This separation causes the de-

phasing of the POVM and the off-diagonal entries EðlÞ
VH are

transformed to EðlÞ;D
VH ¼ EðlÞ

VHξ with the coefficient ξ ¼
hφðtHÞjφðtVÞi. The derivation of the dephasing process and the
calibration of the coefficient ξ are provided in the Appendix.
The phase rotation is implemented by the liquid crystal plate
(LCP), which imposes a relative phase ϕlc between jHi and jVi.

The operation is equivalent to the unitary evolution Ûlc ¼
expði ϕlc

2
ĈÞ of the input state, with Ĉ ¼ jHihHj − jVihVj.

When the evolution is inversely performed on the SIC POVM,

the non-diagonal elements EðlÞ
VH are transformed to EðlÞ;R

VH ¼
EðlÞ
VH expð−iϕlcÞ. The calibration results of the ϕlc are shown

in the Appendix, Sec. 6.2.

4 Results
In Fig. 4, we compare the experimental results of DTwith those
of the conventional tomography (CT) as well as the ideal SIC
POVM during the dephasing and phase rotation process. The
detailed information of characterizing the experimental SIC
POVM by CT is provided in the Supplementary Material.
The results of CT, shown in Fig. 4, are inferred from the exper-
imental SIC POVM and the calibrated coefficient ξ (during the
dephasing process) or the phase ϕlc (during the phase rotation
process). As shown in Fig. 4(a), the points in each connecting
solid line along the direction of arrows correspond to the relative
time delay ϵ ¼ 0λ; 20λ; 40λ; 60λ; 80λ; 120λ; 160λ; 200λ; 240λ.
The increase of the relative time delay ϵ between the separated
wave packets reduces the overlap of the temporal wavefunction
ξ ¼ hφðtHÞjφðtVÞi, which leads to the dephasing of the quantum
measurement. The relation between the relative time delay ϵ
and the coefficient ξ is calibrated in Fig. 5(b) of the Appendix,
Sec. 6.2. Correspondingly, the modulus of EðlÞ;D

VH gradually ap-
proaches 0, implying that the quantum measurement becomes
incoherent, i.e., loses the ability of detecting the coherence in-
formation of a quantum state.

In Fig. 4(b), we plot EðlÞ;R
VH during the phase-rotation process.

The imposed voltage on the LCP is adjusted to obtain ϕlc ¼
2π=5 and 4π=5. A HWP at 0 deg is placed before the
LCP to obtain ϕlc ¼ −3π=5 and −π=5. The rotated points

Fig. 3 The experimental setup for characterization of the evolution of the quantum measurement.
The pulse laser at 830 nm enters a BBO crystal for the upconversion. The generated photons at
415 nm get through a KDP crystal for the spontaneous parametric downconversion, which simul-
taneously produces a pair of photons. The single photon is heralded by detecting the other one
of the pair. The measurement 1 and measurement 2 modules successively implement the unitary

transformation ÛB and Û
ðkÞ
A as well as the joint measurement on the MSs. In the following, the

unknown quantum detector performs the postselection measurement on the polarization DOF of
photons. The quantum detector is composed of the operation of polarization evolution, i.e.,
“(I) dephasing” and “(II) phase rotation” and the SIC POVM realized by the quantum walk. The
abbreviations of the equipment are as follows: PBS, polarizing beam splitter; BBO, β-barium
borate crystal; KDP, potassium dihydrogen phosphate; HWP, half-wave plate; QWP, quarter-wave
plate; PBD, polarizing beam displacer; FWP, full-wave plate; and LCP, liquid-crystal plate.
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(a) (b) (c)

Fig. 5 The calibration of the equipment in the dephasing and the phase rotation process.
(a) The calibration setup. (b) The coefficient ξ changes with the time delay ϵ between the wave
packets in states jHi and jV i. (c) The relative phase ϕlc between the states jHi and jV i changes
with imposed voltage.

(b)(a)

Ideal SIC POVM

1 2 3 4

Results of CT

Results of DT

(c) (d)

Fig. 4 (a), (b) The real and the imaginary parts of the matrix componentsE ðlÞ
VH are plotted during

the dephasing (E ðlÞ;D
VH ) and the phase rotation (E ðlÞ;R

VH ) of the polarization, respectively. The results
of the ideal SIC POVM, the CT, and the DT are represented by the pentagrams, hollow markers,
and solid markers, respectively. In panels (a) and (b), we connect each pentagram with the point
(0, 0), indicating the evolution path of the ideal SIC POVM during the dephasing process as well as
changes of the azimuth angles during the phase rotation process. (c) The statistical errors of

the matrix components E
ðlÞ
VH are provided for both the dephasing and the phase rotation process.

(d) The precision of E ðlÞ0
VH after using the completeness condition of the POVM. The theoretical

precision, represented by the dashed lines in panels (c) and (d), is inferred from the experimental
results of CT. The average photon number per unit time for one collective measurement of the MSs
is about N ¼ 12,790.
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representing EðlÞ;R
VH in the coordinates of its real and imaginary

parts indicate the phase rotation of the quantum measurement.
During the phase rotation process, the modulus of EðlÞ;R

VH remains
unchanged, which indicates that the coherence of the quantum
measurement is maintained.

The total noise in the experiment contains the statistical noise
and the technical noise. The statistical noise originates from the
fluctuations of the input photon numbers per unit time due to the
probabilistic generation of single photons, the loss in the chan-
nel, and the finite trials of the experiment. The technical noise is
caused by the experimental imperfections, e.g., the equipment
vibration or the air turbulence. As shown in Figs. 4(a) and 4(b),
the experimental results fluctuate around the theoretical predic-
tions due to both the statistical noise and the technical noise.
The technical noise can be reduced by isolating the noise source
or adopting appropriate signal modulation. The statistical noise
determines the ultimate precision that can be achieved for a spe-
cific amount of input resources, which is an important metric to
evaluate whether a measurement protocol is efficient or not.

The statistical errors of the experimental results are shown in
Fig. 4(c). The theoretical precision, represented by dashed lines
in Figs. 4(c) and 4(d), is inferred by assuming that the matrix
components EðlÞ

VH of the experimental SIC POVM obtained by
the CT are directly characterized. As a comparison, we can refer
to Fig. 2 for the theoretical precision of the ideal SIC POVM,
represented by the points X (θ ¼ 0; g ¼ π=4) and Y (θ ¼
acosð1= ffiffiffi

3
p Þ; g ¼ π=4). Since the experimental SIC POVM de-

viates from the ideal SIC POVM, the precisions of l ¼ 2, 3; 4
do not equate with each other. The experimental precision is
obtained from the Monte Carlo simulation based on the exper-
imental probability distribution and the practical photon statis-
tics to eliminate the effect of the technical noise. Our results
closely follow the theoretical predictions indicating that the pre-
cision of measuring the off-diagonal matrix components of the
POVM is immune to the dephasing and phase rotation of the
quantum measurement. We can also find that the characteriza-
tion precision after using the completeness condition in Fig. 4(d)
is significantly improved compared to the original precision
in Fig. 4(c).

5 Discussion and Conclusion
We have proposed a protocol to directly characterize the indi-
vidual matrix components of the general POVM, extending the
scope of the DT scheme. Our expression is rigorous for the
arbitrary coupling strength, which allows us to change the cou-
pling strength to improve the precision and simultaneously
maintain the accuracy. The statistical errors are finite over all
the choices of the POVM parameter, demonstrating the feasibil-
ity of our protocol for the arbitrary POVM. In particuliar, if the
completeness condition of the POVM is appropriately used, the
measurement precision can be further improved. Our results in-
dicate that the characterization precision is not affected by the
dephasing and phase rotation that only change the off-diagonal
matrix components of the measurement operators. Another typ-
ical noise is the phase diffusion, meaning that the phase of the
quantum measurements randomly jitters. According to the der-
ivations in the paper,73 the phase diffusion decreases the modu-
lus of the off-diagonal matrix components in a similar way to
the dephasing in our work. Therefore, it is expected that the pre-
cision of our protocol is immune to incoherent noise, such as
phase diffusion.

Since some properties of quantum measurements may de-
pend on a part of matrix components of the measurement oper-
ators, this protocol allows us to reveal these properties without
the full tomography. We experimentally demonstrate that the
evolution of the coherence of a quantum measurement can
be monitored through determining the off-diagonal matrix com-
ponents of the measurement operators. Our scheme makes no
assumptions about the basis to represent the measurement op-
erators. The choice of the basis depends on the specific condi-
tions or can be optimized according to the purpose of the
characterization. Sometimes, the choice of the basis is natural.
For example, the photon number basis is typically employed to
represent the measurement operators of photodetectors.24,28–30,40

In some cases, we aim to acquire the response of the quantum
measurements to specific properties of quantum states in which
the basis is specified by that used to define the property.
Additionally, the basis can be optimized to seek the best entan-
glement witness.74 In this work, we choose the typical polariza-
tion basis fjHi; jVig to investigate the coherence evolution of
the quantum measurements, which is basis dependent. Our pro-
tocol also provides the flexibility to characterize the matrix com-
ponents of the measurement operators in any basis of interest by
adjusting the initial quantum state ρðjÞs as well as the observables
ÔB and ÔðkÞ

A while other parts of the theoretical framework re-
main unchanged.

Our protocol can be extended to a high-dimensional QS in
which the coherence information of the quantum measurement
among specified base states is of interest. The conventional
QDT typically requires d2 informationally complete probe
states chosen from at least dþ 1 basis to globally reconstruct
the POVM in a d-dimensional QS. Thus as the dimension d
increases, the preparation of the probe states becomes an exper-
imental challenge, and the computational complexity of the
reconstruction algorithm is significantly increased. Both factors
complicate the task of QDT for high-dimensional QSs. In our
scheme, the preparation of the initial states and the sequentially
measured observables ÔB and ÔðkÞ

A are simply involved in
two bases, i.e., the representation basis fjajig and its Fourier
conjugate fjbig. The matrix components of the POVM can
be directly inferred from the measurement results of the final
MSs without resort to the reconstruction algorithm. When the
matrix components are sparse in the measurement operators,
our scheme can further simplify the characterization process.
Therefore, the direct protocol also shows potential advantages
over the conventional QDT in completely determining the
POVM due to its better generalization to high-dimensional
QSs. In conclusion, by proposing a framework to directly
and precisely measure the arbitrary single-matrix entry of the
measurement operators, our results pave the way for both fully
characterizing the quantum measurement and investigating the
quantum properties of it.

6 Appendix: Dephasing and Phase Rotation
of Quantum Measurements

6.1 Theoretical Derivation

A general POVM can be implemented through quantum walk
with the unitary evolution Û of the QS at the position x ¼ 0.
After the quantum walk, the position x ¼ l corresponds to
the POVM element
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Π̂l ¼ TrW ½ðj0ih0j ⊗ ÎÞÛ†ðjlihlj ⊗ ÎÞÛ�; (13)

where TrW ½·� denotes the partial trace in the walker position
DOF. We implement the dephasing of the POVM fΠ̂lg by cou-
pling the QS to the environment state ρE under the Hamiltonian
ĤSE ¼ ϵ

2
δðt − t0ÞĈ Ω̂ in which Ĉ ¼ jajihajj − jakihakj and Ω̂

are the observables of the QS and the environment, respectively.
By reducing the environment DOF, the measurement operator
Π̂l is transformed to Π̂D

l ¼ TrE½Û†

SEΠ̂l ⊗ ρEÛSE�. We can
infer that the dephasing process only changes the related
matrix components EðlÞ

ajak to EðlÞ;D
ajak ¼ EðlÞ

ajakξ with the coefficient
ξ ¼ Tr½expð−i ϵ

2
Ω̂ÞρE expð−i ϵ

2
Ω̂Þ�.

6.2 Experimental Calibration

To calibrate the relation between the coefficient ξ and the rel-
ative time delay ϵ ¼ jtH − tV j, we construct the setup shown
in Fig. 5(a) in which both the HWPs are set to 22.5 deg. The
photons in jHi enter the calibration setup resulting in the final
state after the second HWP:

ρD ¼ 1þ ξ

2
jHihHj þ 1 − ξ

2
jVihVj: (14)

Then ρD is projected to the basis fjHi; jVig with a PBD,
obtaining the probabilities PH and PV . The parameter ξ is given
by ξ ¼ PH − PV. The relation between ξ and the relative time
delay ϵ is shown in Fig. 5(b) in which we take ϵ from 0 to 260
times the wavelength (λ ¼ 830 nm) and the red circled points
are adopted for the experiment.

The liquid crystal imposes a relative phase ϕlc between jHi
and jVi controlled by the voltage. Through the calibration
setup in Fig. 5(a), the phase can be obtained by ϕlc ¼
arccos½2ðPH − PVÞ�. The calibration results of the relation
between the phase ϕlc and the applied voltage are shown in
Fig. 5(c). Here we adjust the voltages to 1.32 and 2.01 V, and
the relative phases are ∼4π=5 and 2π=5.
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Abstract. Experimental engineering of high-dimensional quantum states is a crucial task for several quantum
information protocols. However, a high degree of precision in the characterization of the noisy experimental
apparatus is required to apply existing quantum-state engineering protocols. This is often lacking in practical
scenarios, affecting the quality of the engineered states. We implement, experimentally, an automated adap-
tive optimization protocol to engineer photonic orbital angular momentum (OAM) states. The protocol, given
a target output state, performs an online estimation of the quality of the currently produced states, relying on
output measurement statistics, and determines how to tune the experimental parameters to optimize the state
generation. To achieve this, the algorithm does not need to be imbued with a description of the generation
apparatus itself. Rather, it operates in a fully black-box scenario, making the scheme applicable in a wide
variety of circumstances. The handles controlled by the algorithm are the rotation angles of a series of wave-
plates and can be used to probabilistically generate arbitrary four-dimensional OAM states. We showcase our
scheme on different target states both in classical and quantum regimes and prove its robustness to external
perturbations on the control parameters. This approach represents a powerful tool for automated optimizations
of noisy experimental tasks for quantum information protocols and technologies.
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1 Introduction
Quantum-state engineering of high-dimensional states is a pivotal
task in quantum information science.1–4 However, many existing
protocols are platform-dependent and lack universality.5–10

Conversely, a scheme to engineer arbitrary quantum states,
relying on quantum walk (QW) dynamics, was showcased in
Ref. 11. QWs are a particularly simple class of quantum dynam-
ics that can be considered to generalize classical random walks.12

QWs have been implemented in experimental platforms ranging
from trapped ions13,14 and atoms15 to photonics circuits.16–23

In particular, engineering of arbitrary qudit states has been ex-
perimentally demonstrated with QWs in orbital angular momen-
tum (OAM) and polarization degrees of freedom of light.11,24,25

In the paraxial approximation, the angular momentum of
light can be decomposed in spin angular momentum, also re-
ferred to as polarization in this context, and OAM, which is re-
lated to the spatial transverse structure of the electromagnetic
field.26–28 In the classical regime, OAM finds application in par-
ticle trapping,29 microscopy,30,31 metrology,32 imaging,33–35 and
communication.36–40 On the other hand, in the quantum regime,
OAM provides a high-dimensional degree of freedom, useful,
for example, to encode large amounts of information in single-
photon states. Applications include quantum communication,41–45

computing,3,4,46 simulation,47,48 and cryptography.49,50
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Optimization algorithms have been proven to be useful
tools in tasks such as detection of qudit states51 and quantum
state engineering.52,53 Machine learning and genetic algorithms
have also found many uses in photonics,54,55 including the
use of generative models,56 quantum state reconstruction,57,58

automated design of experimental platforms,59–61 quantum-
state and gate engineering,52,53,62–65 and the study of Bell
nonlocality.66–68 Moreover, genetic algorithms have been em-
ployed to design adaptive spatial mode sorters using random
scattering processes.69 Between these types of algorithms,
those based on a black box approach have the advantage that
they do not rely on specific knowledge of the underlying
experimental apparatus. These algorithms are built to tune a
set of control parameters based on the information acquired
from their environment, without having a notion of what
the parameters represent in the experimental platform. This
makes such approaches flexible and easier to apply in several
scenarios.

In this paper, we showcase the use of RBFOpt,70,71 a gradient-
free global optimization algorithm based on radial basis func-
tions (RBFs),72–74 to learn how to engineer specific quantum
states by efficiently tuning the parameters of a given experimen-
tal apparatus. The algorithm seeks to optimize cost function
CðΘÞ, with Θ a set of real parameters determining the state
produced by the apparatus. With cost function CðΘÞ, we use
the quantum state fidelity between the target and current states,
as estimated from a given finite number of measurement sam-
ples. This makes the cost function inherently stochastic and thus
its optimization potentially more complex. As shown in Refs. 70
and 71, RBFOpt is particularly suited to optimize problems with
few parameters, with a focus on operating regimes where only
a small number of function evaluations are allowed. This is fully
appropriate for our scenario, where functions evaluations in-
volve the generation and measurement of photonic states and
are thus relatively costly.

We apply the proposed protocol to an experimental apparatus
implementing discrete-time one-dimensional QWs in the OAM
and polarization degrees of freedom of light, using a platform
based on polarization-controlling waveplates and q-plates
(QPs):75 devices able to couple polarization and OAM degrees
of freedom. This platform was shown to be able to engineer
arbitrary target quantum states.11,24 Such an approach, however,
requires full knowledge of the inner workings of the underlying
experimental apparatus. This feature makes it harder to flexibly
adapt a protocol to the perturbations arising in realistic noisy
conditions. On the other hand, an adaptive algorithm operating
in a black-box scenario, capable of finding the ideal control
parameters independently of the physical substratum it operates
in, is intrinsically more resilient to varying environmental and
experimental circumstances. To ensure that the performance
of our protocol is mostly independent of the specific task to
which we apply it here, we avoided fine-tuning of the associated
hyperparameters, using the default values presented in Refs. 76
and 77. To further verify the resilience of the learning process,
we also performed numerical simulations introducing some
noise.

In Sec. 2, we introduce the general optimization framework
and the QW model underlying our experimental architecture
and showcase the performance of the RBFOpt algorithm in
numerical simulations with noise that mimics the experimental
conditions. In Sec. 3, we describe the experimental platform
and report how our optimization pipeline fares when operating

directly on the experimental data. In Sec. 4, we analyze the per-
formance of the protocol when applied to recover the optimal
control parameters following sudden changes due to possible
external perturbations in order to probe its flexibility under
different scenarios. Finally, in Sec. 5, we summarize the results
and relate our conclusions.

2 Quantum-State Engineering Process as
a Black-Box and Simulated Optimization

In order to study the effects of noise on the RBFOpt algorithm
and its feasibility to engineer target quantum states, we apply it
to numerically simulated data, reproducing the most likely
sources of noise in our experimental apparatus. We study, in
particular, the effects of binomial and Poissonian fluctuations
on the cost function used by the algorithm.

Generating arbitrary qudit states is a pivotal and ubiquitous
task in quantum information science and quantum technologies,
with applications ranging from quantum communications1,78–82

to quantum computation.3,4,46,83 The general quantum state engi-
neering scenario we consider can be modeled with a parameter-
ized unitary operation UðΘÞ for some set of real parameters
Θ ∈ RN . Given a pair of initial and target states jϕini and
jϕtargeti, the state engineering task consists of finding values
Θ⋆ ∈ RN such that UðΘ⋆Þjϕini ¼ jϕtargeti.

To achieve this, we employ a numerical optimization algo-
rithm to minimize the cost function CðΘÞ ≡ 1 − FðΘÞ, where
FðΘÞ ≡ jhϕtargetjUðΘÞjϕinij2 is the fidelity between current
and target states. The optimization is performed in a fully
black-box scenario, meaning we want the optimization pro-
cedure to be independent of the specifics of the particular
optimization task. In particular, the optimization algorithm can
control and optimize only the generation parameters Θ, even if
it has no knowledge about both generation of the output state
UðΘÞjϕini and computation of the cost function CðΘÞ. More
specifically, we use RBFOpt,70,71 which works by building an
approximated model of the objective function—referred to as
a surrogate model in this context—using a set of RBFs.
RBFs are real-valued functions ϕp that depend only on the dis-
tance from some fixed point: ϕpðxÞ ¼ ϕðkx − pkÞ for some ϕ.
The goal of the surrogate model used in RBFOpt is to optimally
exploit the information collected on the objective function from
a limited number of function evaluations. Based on the current
estimation of the surrogate model, the algorithm selects new
values of the control parameters to improve its current estima-
tion of the model (see Appendix A for further details). This
algorithm is an extension of RBF algorithms72–74,84,85 whose
performances are enhanced by providing an improved pro-
cedure to find an optimal surrogate model. A comparison of its
performances with basic gradient-free algorithms is proposed in
Appendix C.

In our case, UðΘÞ is the evolution corresponding to a one-
dimensional discrete-time QW with time-dependent coin oper-
ations. In this model, one considers states in a bipartite space
HW ⊗ HC, where HW is a high-dimensional Hilbert space en-
coding the possible states of the walker degree of freedom, and
HC is a two-dimensional space accommodating the coin degree
of freedom. The dynamics are defined as a sequence of itera-
tions, where each iteration is composed of a coin operation ĈðθÞ
followed by a controlled-shift operation Ŝ. To simulate the
experimental conditions, the operators are defined as
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ĈðθÞ ¼
�

e−iβ cos η ðcos μþ i sin μÞ sin η

ð− cos μþ i sin μÞ sin η eiβ cos η

�

;

Ŝ ¼
X

k

jk − 1ihkjw ⊗ j↓ih↑jc þ jkþ 1ihkjw ⊗ j↑ih↓jc; (1)

where β ≡ θ1 − θ3, η ≡ θ1 − 2θ2 þ θ3, μ ≡ θ1 þ θ3, and θ ≡ ðθ1;
θ2; θ3Þ are the control parameters tuned by the algorithm. This
parameterization arises from the sequence of three polarization
waveplates used to implement each coin operation. The case in
which there are only two waveplates, as in the first step (Fig. 1),
is simply obtained from having θ1 ¼ 0 and optimizing the

values of θ2 and θ3. Denoting with θðiÞ ≡ ðθðiÞ1 ; θðiÞ2 ; θðiÞ3 Þ the free
parameters characterizing the coin operation at the i’th step, the
full set of parameters characterizing an n-step QW dynamics is
then Θ ¼ ðθð1Þ;…; θðnÞÞ ∈ R3n. The overall evolution operator
corresponding to n steps is then UðΘÞ ≡Q

n
i¼1 Ŝ ĈðθðiÞÞ.

Following the engineering protocol presented in Refs. 11 and 24,
we project the coin degree of freedom at the end of the evolution
so that our target state is jϕtargeti ∈ HW .

We apply RBFOpt to optimize a three-step QW, where in
the first iteration only two free parameters are used. This

corresponds to a total of eight control parameters: Θ ¼ ðθðiÞÞ3i¼1

with θð1Þ ≡ ð0; θð1Þ2 ; θð1Þ3 Þ. Importantly, the algorithm does not
use the information of the correct model UðΘÞ of the evolution.
This feature permits us to use the present approach in conditions
where a model of the experimental setup and noise processes is
lacking.

In order to simulate the experimental calculation of the
fidelity of a given target state, an orthonormal basis fjψ jigdj¼1

,
where d is the dimension of the target state and jψ1i ¼ jϕtargeti,
is built through the Gram–Schmidt algorithm. This approach to
estimate the cost function is used to simulate the experimental
statistics collection process. Furthermore, we consider both
Poissonian [PðλÞ] and binomial [BðN; pÞ] fluctuations.
Poissonian fluctuations are introduced to take into account laser
oscillations, whereas binomial fluctuations reflect the probabi-
listic nature of the measurement setup.

The number of events of the binomial distribution N is ex-
tracted from a Poissonian distribution with a parameter λ ¼ 104,
while the probability p is equal to the fidelity between the state
proposed by the algorithm in the k’th iteration and the specific
element of the basis. Therefore, for each element of the ortho-
normal basis, the number of detected events is extracted from

(a) (b)

Fig. 1 Experimental apparatus. (a) The engineering protocol has been tested experimentally in
a three-step discrete-time QW encoded in the OAM of light with both single-photon inputs and
classical continuous wave laser light (CNI laser PSU-III-FDA) with a wavelength of 808 nm.
The single-photon states are generated through a type-II spontaneous parametric down-
conversion process in a periodically poled KTP crystal. The input state is characterized by a
horizontal polarization and OAM eigenvalue m ¼ 0. Each step of the QW is made by a coin
operator, implemented through a set of waveplates (QWP–HWP–QWP), and the shift operator,
realized by a QP. To obtain the desired state in the OAM space, a suitable projection in the
polarization space is performed through a quarter-waveplate, a half-waveplate, and a polarizing
beam-splitter. The measurement station of the OAM-state is composed by an SLM followed by a
single-mode fiber, and the coupled signal is measured through a power meter, in the classical
regime, or an avalanche-photodiode detector, in the quantum one. In particular, in quantum opti-
mizations, pairs of photons are generated, and heralded detection is performed, computing the
two-fold coincidences between the detectors clicks from the QW evolved photon and the trigger
one. The RBFOpt ignores the features of the experimental implementation that is seen as a black
box. The algorithm has access only to the Θ parameters of the coin operators and to the computed
fidelity. (b) During the iterations of the algorithm, the RBFOpt samples the black-box function to
construct a surrogate model that is employed in the optimization. In the k ’th iteration, the algorithm
receives as input the fidelity computed in the previous iteration and uses it to improve the surrogate
modeling. Moreover, the new parameters Θk are computed based on the optimization process.
This procedure is repeated for each iteration of the algorithm.
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the binomial distribution. The noisy fidelity between the pro-
posed state and the target state is then calculated as the ratio
between the counts for the element jψ1i and the total number
of counts.

We apply the optimization protocol to 10 random four-
dimensional target states, repeating the optimization 10 times
for each state. In Fig. 2, we show the value of the cost func-
tion—i.e., the infidelity between current and target states—
obtained at different stages of the algorithm, up to the fixed
maximum number of 1000 iterations. For each iteration number,
we report the infidelity obtained as the mean over the average
behavior of each of the 10 states. The obtained trend demon-
strates that, also in noisy conditions, the algorithm manages
to minimize the function, and promising results are obtained.
Moreover, we also investigate the scalability of the proposed
approach when the number of parameters increases. In particu-
lar, we simulated QWs of up to 17 steps (50 parameters) and
observed in the investigated regime a linear increase in the mean
number of iterations needed to achieve a fidelity value of at least
98%. Further details are reported in Appendix B.

3 Experimental Dynamical Learning
The capability of manipulating the OAM of light enabled effec-
tive experimental implementations of high-dimensional discrete-
time QWs. Therefore, to test experimentally the optimization
procedure, we exploit a setup based on the scheme proposed in
Ref. 11. In particular, we implemented three steps of a discrete-
time QW encoding the coin state in the photon polarization and
the walker in the OAM degree of freedom. At each iteration, the
coin operation is implemented as a set of polarization wave-
plates, while the controlled-shift occurs via a QP, a device that
acts on the OAM conditionally on the polarization state of
light:75

Q̂ ¼
X

m

jm − 1ihmj ⊗ jLihRj þ jmþ 1ihmj ⊗ jRihLj; (2)

where m is the OAM value, and R and L are the right and left
circular polarizations, respectively. We implement arbitrary coin
operations using two quarter-waveplates (QWPs) interspaced

with a half-waveplate (HWP). The output OAM state is then
obtained performing a suitable projection on the polarization.
This is implemented with a set of waveplates followed by a
polarizing beam-splitter [cf., Fig. 1(a)].

To measure the fidelity of the output states, we use a mea-
surement apparatus composed of a spatial light modulator
(SLM)86,87 and a single-mode fiber. Since the SLM modulates
the beam shape through computer-generated holograms, the op-
eration of this measurement station is equivalent to a projective
measurement on the state encoded in the employed hologram.
To characterize an incident beam, we thus display on the SLM
the hologram corresponding to each element of an orthonormal
basis, obtaining the corresponding fidelities. The optimization
speed is mainly limited by the measurement process, since sig-
nificant statistics have to be collected for each projected holo-
gram. Therefore, the use of algorithms able to limit the objective
function evaluations, such as those based on the building of a
surrogate model, is preferable.

The computed fidelities are then fed to the RBFOpt algo-
rithm to tune the waveplate parameters Θ. To achieve this, the
algorithm does not require knowledge on the final target state
or on the generation and measurement functioning, as shown in
Fig. 1(b). However, since the algorithm has no control over
the measurement station, the parameters of the latter have been
fine-tuned a priori, and we are confident of the correctness of
this step. Therefore, through a dynamic control of the wave-
plates’ orientation, the algorithm is able to optimize the fidelity
value in real time.

To showcase the efficiency of the protocol on our experimen-
tal platform, we applied it to engineer different kinds of target
states in both the classical and quantum regimes. In Fig. 3,
we show the results of running the optimization algorithm
on nine different classical states. In particular, we focus our
analysis on the elements of the computational basis jmi with
m ∈ f−1,1;−3,3g and on the balanced superposition of two
OAM values. We considered both real SR

m2
m1

¼ jm1i−jm2i
ffiffi

2
p and

complex superpositions SC
m2
m1

¼ jm1i−ijm2i
ffiffi

2
p , where m1; m2 ∈

f−1,1;−3,3g with jm1j ¼ jm2j. Moreover, to verify the effi-
ciency of the protocol, we optimize the engineering of a
randomly extracted state (R) in the four-dimensional Hilbert
space with no zero coefficients corresponding to each basis
element. As shown in Fig. 3(a), optimal average values are
obtained in 600 algorithm iterations. In particular, the reported
infidelity 1 − F is computed, averaging over all the experimen-
tally engineered states, and the minimization is compatible with
the numerical results reported in Fig. 2. In Fig. 3(b), we report,
for each engineered state, the ratio between the fidelities found
by the RBFOpt algorithm and those found using the method
presented in Ref. 24 to find the optimal values of the parameters.
Indeed, as demonstrated in Ref. 24, it is possible to find coin
parameters resulting in an arbitrary target state—albeit possibly
with different projection probabilities—regardless of the exper-
imental conditions. We find the fidelities reached by RBFOpt
to always be higher than the ones computed using the direct
method presented in Ref. 24. This is due to the dynamical learn-
ing algorithm we employ, which shows higher performances
in compensating experimental imperfections. This showcases
the advantages of real-time optimization algorithms for quantum
state engineering in realistic scenarios. Notably, we extended the
experimental demonstration of the protocol, also in the quantum
regime of single photon states. We showcased the engineering of

Fig. 2 Simulated optimization: infidelity 1 − F obtained at differ-
ent stages of the optimization. We test the algorithm on 10 ran-
dom target states, repeating the optimization 10 times for each.
The reported results are obtained as the mean over the average
behavior for each of the 10 states. The highest average fidelity
obtained is 0.994� 0.002. The shaded area represents the stan-
dard deviation of the mean.
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the superposition state SR−1
1 , and we repeated the optimization

5 times, considering only 100 iterations. No differences are ex-
pected between the employment of the laser and single-photon
states. In Fig. 3(c), we compared the two performances and ob-
served a good agreement between the approaches. In particular,
we reported the optimization curves obtained in the quantum
regime plotting the raw data, corresponding to ∼4000 Hz coin-
cidences, and by subtracting the accidental counts. This allows
us to distinguish the contribution to the cost function given by
either the engineering or the measurement system. The corre-
sponding maximum mean fidelities are F ¼ 0.972� 0.003
and F ¼ 0.989� 0.003, respectively. In conclusion, since very
high fidelities are reached in only 100 steps, the proposed ap-
proach can be efficiently applied to quantum situations.

4 Dynamical Learning Protocol
with External Perturbations

In realistic conditions, noise is unavoidable, which makes the
capability of an algorithm to adapt to real-world perturbations
pivotal. To test the robustness of RBFOpt, we have thus added
external perturbations to the experimental setup. In particular,
we consider a scenario where a sudden perturbation on the
parameters is introduced. The algorithm is then tasked with find-
ing again the optimal parameters required to engineer the target
state. We assess the performances of the algorithm throughout
the optimization, to determine whether a perturbation occurred,
and thus the control parameters need to be reoptimized. More
specifically:

1. Every 10 iterations, we used the optimal parameters
found by the algorithm up to that time Θbest to obtain a new
estimate of the cost function CnewðΘbestÞ.

2. To spot if a perturbation occurred, we compared the new
value with the one obtained during the algorithm evolution
CsampledðΘbestÞ. So choosing a threshold t, we proceed as follows.

(a) If CnewðΘbestÞ ≤ CsampledðΘbestÞ þ t, the optimization is
continued.

(b) If CnewðΘbestÞ > CsampledðΘbestÞ þ t, the algorithm is
restarted.

Therefore, within this approach, the surrogate model is dis-
carded and rebuilt from scratch every time the quantity of inter-
est deteriorates. We performed this check every 10 algorithm
iterations in order to have a quick response to perturbations
without excessively increasing the optimization time. Indeed,
each function evaluation consists of a time-consuming projec-
tive measurement with the SLM. For each engineered state, the
value of the threshold was fixed by analyzing the fluctuations
in the value of the measured fidelity F, and these values are re-
ported in Table 1.

The considered perturbations act on the HWP of the second
step and on the first QWP of the third step. This disturbance
consists of a permanent offset in the waveplates rotation of a
quantity δ. In particular, at each iteration and with probability q,
the orientation of the waveplates optical axis is changed by
the addition of an angle sampled from a normal distribution
with mean μ ¼ −30 deg and standard deviation σ ¼ 5 deg
[N ð−30 deg; 5 degÞ]. We investigated the algorithm response
using elements of the computational basis, balanced super-
positions of such elements, and a random state. In these cases,
several values for the parameter q are used. The engineered
states and the probability q used for them are reported in Table 1.

An example of the dynamics under perturbations is reported
in Fig. 4(a); here, the iteration in which a disturbance is intro-
duced is highlighted by a vertical red or green line, respectively,

(a) (c)

(b)

Fig. 3 Experimental results: (a) minimization of the quantity 1 − F averaged over the algorithm
performances for different experimental states. The mean maximum value reached is 0.983�
0.004. (b) Ratio between the maximum experimental values of the fidelities resulted after the opti-
mization F ðΘoptÞ and the fidelities measured with the theoretical parameters F ðΘThÞ. For each
engineered state, the ratio is higher or compatible with the value 1 highlighted by the dashed line.
This confirms that the adopted algorithm can reach performances compatible or even superior with
respect to the one obtained with the direct method presented in Ref. 24 that considers ideal ex-
perimental platforms. In this sense, the algorithm can take into account and compensate for the
experimental imperfections. All of the error bars reported are due to laser fluctuations affecting
each measurement and are estimated through a Monte Carlo approach. (c) Comparison between
the performances reached in 100 iterations using classical or single-photon input states. In yellow
is reported the area between the best and worst optimization performed in the classical case. The
blue and violet curves are associated with the minimization of the quantity 1 − F averaged over
five different optimizations for the state SR−1

1 engineered in the quantum domain. In particular, the
raw data are shown in violet, whereas the data after accidental counts subtraction are in blue.
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for a shift on the HWP or on the QWP. Instead, the restart of
the algorithm is indicated with a vertical orange line. As shown,
after the perturbation, the minimum found by the algorithm is
no longer the optimal solution, thus triggering a restart. The
latter allows the algorithm to reach a new optimal solution in
a different environmental condition. Moreover, in Fig. 4(b),
the mean ratio between the best fidelity found before and after
perturbation is reported for each analyzed state. Knowing that
for each state more than one perturbation could be performed,
the mean ratio is computed, averaging over all of them. Here,
values close to or greater than 1 point out how, thanks to the
restart, the algorithm is able to readapt its optimal solution and
eventually improve the previously obtained fidelity.

5 Conclusions
The black-box optimization paradigm we discussed is highly
flexible, thus promising to be a powerful tool with the potential
to be applicable to problems ranging from optimizations of
quantum information platforms to the study of nonclassicality.

We have showcased how the RBFOpt global optimization
algorithm allows us to dynamically learn the quantum state gen-
eration process. In particular, such an approach enables the op-
timization of target states engineering without having to devise
ad hoc platform-dependent protocols. First of all, we dynami-
cally tune the QW parameters in order to optimize the engineer-
ing of nine different experimental states in the classical domain.
The obtained results turned out to be comparable to the prelimi-
nary ones achieved in our numerical simulations. Moreover, the
RBFOpt results in higher fidelities than those computed using
the direct method of Ref. 24. Therefore, the real-time optimiza-
tion allows us to take into account and compensate for exper-
imental imperfections. Moreover, we optimized an experimental
state using a single-photon source as input to prove the equiv-
alence between the performances reached in the classical and
quantum regimes and extend the proposed approach. In order
to carry out a complete analysis, and as the adaptation capability
of an algorithm is pivotal in realistic conditions, we simulated
the effect of real-world perturbations. We have thus applied the
optimization algorithm to different states while adding perma-
nent offsets to the orientation of twowaveplates in a probabilistic
manner. The algorithm manages to adapt itself so as to reach
fidelities comparable to those obtained before the perturbation.
Our results prove the advantages of adopting real-time optimi-
zation algorithms for experimental quantum state engineering
protocols. Therefore, practical experimental quantum informa-
tion experiments can benefit from our work, increasing the en-
gineering performances and employing a real-time fine-tuning of
the parameters. The proposed approach can be extended to
many different tasks; for example, by suitably modifying the
cost function, it is possible to optimize not only the fidelity
but also the success probability to generate a target state after
the coin projection (see Refs. 11 and 24). Moreover, since the
algorithm does not require information on the function to be
optimized and on the employed experimental platform, our
scheme can find applications in different engineering protocols
and quantum information tasks that make use of controllable
devices parameters employing, in principle, arbitrary degrees

(a) (b)

Fig. 4 Experimental perturbation results. (a) Optimization under external perturbation of the quan-
tity 1 − F for the state j1i. The iterations in which a perturbation δ occurs are highlighted by a
vertical red line (second step HWP) or by a vertical green line (third step QWP), and a vertical
orange line highlights the iteration in which the algorithm is restarted. (b) Mean ratio between
the best value obtained for the fidelity after (Fa

best) and before (Fb
best) the perturbation for the differ-

ent engineered states. The ratio is close to or higher than 1 for all of them, which showcases that
the algorithm is able to reobtain and eventually improve the best value sampled before the per-
turbation. All of the error bars reported are due to laser fluctuations affecting each measurement
and are estimated through a Monte Carlo approach.

Table 1 The parameters used in the study of the optimization
under perturbations for the engineered states. In the second
column, we report the values of the perturbation occurrence
probability q, whereas in the third column, we report the threshold
values t used for deciding the algorithm restart.

Target state
Perturbation
probability

Restart
threshold

j1i 0.0015 0.02

j3i 0.0015 0.02
1
ffiffi

2
p ðj − 1i þ j1iÞ 0.008 0.02
1
ffiffi

2
p ðj − 1i þ i j1iÞ 0.004 0.02
1
ffiffi

2
p ðj − 3i þ j3iÞ 0.0015 0.05

Random 0.0015 0.02
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of freedom. Furthermore, going beyond the fully black-box
paradigm, in principle, the approach can be exploited also
for different protocols. For instance in the theoretical design of
experiments, it could be used to optimize the number of quan-
tum gates needed for a specific desired task. Moreover, it could
also be used in the calibration of complex optical circuits that
find applications in tasks like boson sampling88–91 and in the en-
gineering of multiphoton quantum states.92 In this case, it would
be crucial to tailor a suitable cost function.

6 Appendix A: Description of the RBFOpt
Algorithm

The RBFOpt optimization algorithm is based on the exploitation
of a radial basis interpolant, called a surrogate model.70,71,84,85

Given k distinct parameter points Θ1;…;Θk ∈ Ω, where Ω is
a compact subset of RN , with corresponding cost function val-
ues CðΘ1Þ;…; CðΘkÞ, the associated surrogate model skðΘÞ is
defined as

skðΘÞ ¼
X

k

i¼1

λiϕðkΘ − ΘikÞ þ pðΘÞ; (3)

where ϕð·Þ is an RBF, λ1;…; λk ∈ R, and pð·Þ is a polynomial of
degree d. This degree is selected based on the type of the RBF
function used in the surrogate model. The possible RBF func-
tion choices and the degree of their associated polynomial are
reported in Table 2. The hyperparameter γ present in the expres-
sion of the RBFs is set to 0.1 by default.76,77 Moreover, the
RBFOpt algorithm automatically selects the RBF that appears
to be the most accurate in the description of the problem. This
selection is made using a cross-validation procedure, in which
the performance of a surrogate model constructed with points
ðΘi; CðΘiÞÞ for i ¼ 1;…; k is tested at ðΘj; CðΘjÞÞ with
j ≠ i.70,71

The value of the parameters λi with i ¼ 1;…; k and the
coefficients of the polynomial can be determined solving the
following linear system:70,71,84,85

�

skðΘiÞ ¼ CðΘiÞ; i ¼ 1;…; k
P

k
i¼1 λip̂jðΘiÞ ¼ 0; j ¼ 1;…; d̃

; (4)

where Πd is the space of polynomials of degree less than or
equal to d, ~d is the dimension of Πd, and p̂1;…; p̂ ~d are a basis
of the space.

At the beginning of the optimization procedure, the surrogate
model is constructed from a set of parameter points tunable in
number and sampled using a Latin hypercube design.76,77 After
that, the interpolant is used to choose the next point, in which
the cost function is computed. So, the evolution of the RBFOpt
algorithm is composed by the repetition of following steps
(say k’th step).

1. Compute the surrogate model skðΘÞ from the data points
ðΘi; CðΘiÞÞ, with i ¼ 1;…; k, solving the linear system of
Eq. (4).

2. Use the surrogate model to choose the next point Θkþ1.
In particular, the metric stochastic response surface method is
applied.70,71,85 Within this framework, the algorithm does a
number of global steps controlled by the hyperparameter num_
global_searches (default value 576,77) and a local step. The latter
gives as the next point the one that minimizes the surrogate
model.

3. Evaluate the cost function at Θkþ1 and add
ðΘkþ1; CðΘkþ1ÞÞ to the data points.

4. Decide whether to restart the model for lack of improve-
ment. Specifically, if the algorithm does not find a new optimal
solution after a number of evaluations defined by the hyperpara-
meter max_stalled_iterations (default value 10076,77), the actual
surrogate model is discarded, and the optimization procedure is
restarted from scratch.

Moreover, during the optimization, the algorithm executes a
refinement step, the purpose of which is to improve the optimal
solution doing a local search around it through variation of a
trust region method.70,71 The refinement step is triggered at the
end of point (3) with a frequency controlled by the hyperpara-
meter refinement frequency, with default value equal to 3.76,77

Furthermore, in the study concerning the evolution under
external perturbation, we add, as explained in Sec. 4, a new con-
dition for triggering a restart. Beyond the default one, we ana-
lyzed the deterioration of the optimal value founded for the cost
function and decided whether to restart the optimization. This
further check was done every 10 iterations in order to have a
faster response to perturbations without increasing excessively
the number of function evaluations that experimentally are ex-
pensive in time.

7 Appendix B: Scalability of the
Optimization Approach

In this section, we study the RBFOpt behavior as the number of
parameters of the objective function increases. In particular, we
simulated different experimental configurations with QW steps
ranging from 3 to 17 and thus considered up to 50 parameters.
In fact, with Nsteps as the number of steps and considering only
two waveplates in the first coin, the number of parameters Npar

follows the relation:

Npar ¼ 3Nsteps − 1: (5)

For each case, we generated at random 50 target states and
investigated the optimization procedure stopping the process
when a fidelity of at least 98% was reached. In all of the evo-
lutions, we added the same Poissonian and binomial noises de-
scribed in the main text to the fidelity between the target state
and the one proposed by the algorithm.

Table 2 The RBFs exploited by the RBF algorithm and the de-
gree of the polynomial used in the construction of the surrogate
model.70,71,84,85 When d ¼ −1, the polynomial is removed from
Eq. (3).

RBF ϕðxÞ Polynomial degree d

x 0

x3 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ γ2
p

0

x2 log x 1

e−γx2
−1
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The computational cost of performing a black-box optimiza-
tion in high-dimensional spaces can be extracted analyzing how
the mean number of iterations changes in relation to the number
of parameters. The values obtained averaging over the 50 states
considered in our study are reported in Fig. 5 for each simulated
configuration. As can be seen from the plot, the RBFOpt
algorithm appears to have linear scaling over the parameters
number when applied to our implementation. This theoretically
showcases the effectiveness of the proposed approach for the
engineering of higher dimensional OAM states, and similar
behaviors are expected experimentally taking into account the
devices response time and adapting properly the related imple-
mentation. Finally, while similar behaviors are expected in the
regime of a few parameters for higher orders of magnitude, the
time needed to perform an iteration step increases drastically.
In such regimes, a more refined version of the algorithm might
be useful to improve its efficiency.

8 Appendix C: Comparison Between
RBFOpt and Basic Algorithms

In this section, we perform simulations to compare the RBFOpt
algorithm with two basic gradient-free methods suitable to
multi-parameter black-box optimization. In particular, we con-
sider both nonadaptive and adaptive approaches.

Regarding the first class, among the simplest is the random
search method. As suggested by the name, in each iteration of
the optimization processes, the parameters are randomly ex-
tracted with a uniform distribution in the parameter space and
independently from values assumed in previous steps. The sec-
ond comparative algorithm is based upon the simplest gradient-
free adaptive method known as the Powell method.93 It attempts
to find the local minimum nearest to the starting point. Initially,
a set of directions is defined, and the algorithm moves along one
of them until a minimum is reached. This minimum becomes
the uploaded starting point for the following minimization per-
formed on the second direction. After repeating this procedure

for each direction, a new direction is defined, and the algorithm
proceeds to upload the set of directions.

Figure 6, shows the reported trends corresponding to each
compared algorithm obtained from averaging the optimizations
of 10 distinct states, each of which is repeated 10 times. The
experimental conditions are simulated adding both Poissonian
(λ ¼ 104) and binomial fluctuations. As expected, both of the
adaptive approaches results are advantageous with respect to the
random approach for a considerable number of function evalu-
ations. Moreover, since the RBFOpt spans the whole parameter
space through the global steps, its performances are substan-
tially better.
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